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Abstract. In this paper we study the distribution of hitting times for a class

of random dynamical systems. We prove that for invariant measures with
super-polynomial decay of correlations hitting times to dynamically defined

cylinders satisfy exponential distribution. Similar results are obtained for ran-

dom expanding maps. We emphasize that what we establish is a quenched
exponential law for hitting times.

1. Introduction

The theory of random dynamical systems has been introduced to obtain a better
modelisation of motions of particles or physical phenomena in general. Indeed, in-
stead of iterating the same transformation one can add some random noise or small
perturbations, or more generally work with a family of transformation randomly
chosen to represent the errors of approximations or observations. One can see the
review [20] for an introduction to this theory.

Another theory which has been widely studied in the last few years (e.g. the
review [27]) is the quantitative description of recurrence in deterministic dynamical
systems. More precisely, let (X,T, µ) be a measure preserving dynamical system,
the hitting time of a point x ∈ X to a set A is defined by

τA(x) := inf{k > 0, T kx ∈ A},

when x ∈ A, we will speak of return time. This theory is interested in the behaviour
of τA(x) when µ(A)→ 0.

A first point of view is to study the return time of a point x in its r-neighborhood
(i.e. A = B(x, r)) and its behavior when r → 0. It has been proved [6, 4, 26] that
for rapidly mixing systems τB(x,r)(x) ∼

r→0
r−dµ(x) where dµ(x) is the pointwise

dimension of the measure µ in x. We refer the reader to [12, 13] for the same type
of results for hitting time and [25, 24] for generalizations.

Another point of view is to study the distribution of return times and hitting
time statistics (we can cite the review of Coelho [7] and Abadi and Galves [1] and
also the article of Collet, Galves and Schmitt [9] which is one of the first results on
this domain). More precisely, we define the distribution of normalized hitting time
by

FhitA (t) = µ

({
x ∈ X : τA(x) >

t

µ(A)

})
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2 JÉRÔME ROUSSEAU, BENOIT SAUSSOL, PAULO VARANDAS

and the distribution of normalized return times by

F retA (t) =
1

µ(A)
µ

({
x ∈ A : τA(x) >

t

µ(A)

})
.

These works studied the convergence in law of the distribution of normalized hitting
and return times when µ(A)→ 0 for sets A well-chosen (for example cylinders of a
partition).

Haydn, Lacroix and Vaienti [15] proved that the limit of the distribution of
the return times exists if and only if the limit of the distribution of the hitting
times exists. Moreover, an exponential distribution was proved for various families
of dynamical systems: Axiom A diffeomorphisms [16], Markov chains [23], some
rational transformations [14], uniformly expanding transformations of the interval
[8], and some non-uniformly hyperbolic systems [17, 28]. Recently, Freitas, Freitas
and Todd [10, 11] linked hitting time statistics to extreme value theory.

Despite the fact that the quantitative study of Poincaré recurrence has been
widely studied, the quantitative approach to recurrence for random dynamical sys-
tems remains much incomplete. A first attempt was obtained recently by Marie and
Rousseau [21] where they study the random recurrence rate for super-polynomially
mixing random dynamical systems. More precisely, they proved that for rapidly
mixing systems, the quenched recurrence rates are equal to the pointwise dimen-
sions of the stationary measure. One can also see the recent article of Aytaç, Freitas
and Vaienti [2] on law of rare events for random dynamical systems.

In this paper, we prove, in Section 3 and 4, an exponential law for the distribution
of the hitting time for random subshifts of finite type assuming some rapid decay of
correlations while similar results are proved in Section 5 for some random expanding
maps. Our main theorems are stated precisely in Section 2 and we apply our result
to some random subshift and random expanding maps in Section 6.

2. Statement of the main results

We first give the definition of a random subshift of finite type. Let (Ω, θ,P) be
an invertible ergodic measure preserving system, set X = NN and let σ : X → X
denote the shift. Let b : Ω→ N be a random variable such that E(log b) <∞. Let
A = {A(ω) = (aij(ω)) : ω ∈ Ω} be a random transition matrix, i.e. for any ω ∈ Ω,
A(ω) is a b(ω)× b(θω)-matrix with entries in {0, 1}, at least one non-zero entry in
each row and each column and such that ω 7→ aij(ω) is measurable for any i ∈ N
and j ∈ N. For any ω ∈ Ω define the subset of the integers Xω = {1, . . . , b(ω)} and

Eω = {x = (x0, x1, . . .) : xi ∈ Xθiω and axixi+1(θiω) = 1 for all i ∈ N} ⊂ X,
E = {(ω, x) : ω ∈ Ω, x ∈ Eω} ⊂ Ω×X.

We consider the random dynamical system coded by the skew-product S : E → E
given by S(ω, x) = (θω, σx). Let ν be an S-invariant probability measure with
marginal P on Ω and let (µω)ω denote its decomposition on Eω, that is, dν(ω, x) =
dµω(x)dP(ω). The measures µω are called the sample measures. We denote by
µ =

∫
µω dP the marginal of ν on X.

For y ∈ X we denote by Cn(y) = {z ∈ X : yi = zi for all 0 ≤ i ≤ n − 1} the
n-cylinder that contains y. Set Fn0 as the sigma-algebra in X generated by all the
n-cylinders.

Our hypothesis on b guarantees that the metric entropy hν(S,Ω × F1
0 ) is finite

and we will denote it by h.
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We assume the following: there are constants h ≥ h0 > 0, c > 0, a random
variable C ∈ Lp(Ω,P) for some p ∈ (0, 1], a constant q > h

h0
(1 + 3

p ) and a function
α(g) satisfying α(g)gq → 0 when g → +∞ such that for all m,n, A ∈ Fn0 and
B ∈ Fm0 :

(I) (polynomial decay of correlations) the marginal measure µ satisfies∣∣µ(A ∩ σ−g−nB)− µ(A)µ(B)
∣∣ ≤ C0α(g);

(II) (exponential small cylinders) µω(Cn(y)) ≤ ce−h0n for any y ∈ X and n ≥ 1,
for P-almost every ω ∈ Ω;

(III) (fibered polynomial decay of correlations)∣∣µω(A ∩ σ−g−nB)− µω(A)µθn+gω(B)
∣∣ ≤ C(ω)α(g)

for P-almost every ω ∈ Ω.

Given A ⊂ X consider the hitting time R(x,A) = inf{k ≥ 1: σkx ∈ A} and set
Rn(x, y) = R(x,Cn(y)) for x, y ∈ X.

Theorem 1. We assume that hypothesis (I), (II) and (III) hold. For µ-almost
every y, P-almost every ω and all t ≥ 0 we have

(1) µω

(
x ∈ X : Rn(x, y) >

t

µ(Cn(y))

)
→ e−t, as n→∞.

This can be view as a quenched exponential law for hitting time. We provide
some applications in Section 6, while a similar result is obtained for random endo-
morphisms with some rapidly mixing conditions in Section 5.

The later convergence together with integration over Ω and dominated conver-
gence theorem yields the following annealed version:

Corollary 2. Under the same hypothesis, for µ-almost every y and t ≥ 0,

µ

(
x ∈ X : Rn(x, y) >

t

µ(Cn(y))

)
→ e−t, as n→∞.

It is natural to conjecture that the convergence in distribution in the theorem
holds almost everywhere with respect to the measure ν, that is:

Conjecture 3. For ν-a.e. (ω, y) the convergence (1) in the theorem holds.

Despite the strong similarity of the conjecture with the theorem, these two state-
ments are not comparable. In particular, the corollary would not follow from the
conjecture, since even in the simple case of a random Bernoulli measure the sample
measures µω and µ could well be mutually singular; see Example 19 for details.

We now provide a similar result for a class of maps satisfying some decay of
correlations reminiscent of expanding maps. Let (Ω, θ,P) be an invertible ergodic
measure preserving transformation, Xω ⊂ X be subsets of a compact metric space
X, let fω : Xω → Xθ(ω) be a bimeasurable map and consider the associated random
dynamical system described by the skew-product S : E → E given by S(ω, x) =
(θ(ω), fω(x)). As before, let ν be an S-invariant probability measure with marginal
P on Ω, let (µω)ω denote its decomposition and let µ =

∫
µω dP be the marginal of

ν on X.
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Replace (I) by (I’): There exists γ(`) going to zero faster than any power of `
such that: for ϕ Lipschitz on X and ψ measurable bounded on X∣∣∣∣∫

Ω

∫
X

ϕ (ψ ◦ f `ω)dµωdP(ω)−
∫
X

ϕdµ

∫
X

ψdµ

∣∣∣∣ ≤ C0γ(`)Lip(ϕ) sup |ψ|.

Replace assumption (II) by (II’) : it exists d0 > 0 such that dµ(x) > d0 ν-almost
everywhere and µω(B(x, r)) ≤ crd0 for all x, r, ω.

Replace assumption (III) by (III’): for ϕ Lipschitz on X and ψ measurable
bounded on X∣∣∣∣∫

X

ϕ (ψ ◦ f `ω) dµω −
∫
X

ϕdµω

∫
X

ψ dµθ`ω

∣∣∣∣ ≤ C(ω)γ(`)Lip(ϕ) sup |ψ|.

Include assumption (IV’): there are constants a, b > 0 such that for all x and
r, ρ > 0 it holds µ(B(x, r + ρ)) ≤ µ(B(x, r)) + r−bρa.

Include assumption (V’): the system is random-aperiodic, i.e.

ν{(ω, x) ∈ E : ∃n ∈ N, fnωx = x} = 0.

Theorem 4. If the random dynamical system satisfies (I’)-(V’) then for µ-a.e. y ∈
X, there exists random variables ∆r defined on Ω such that ∆r → 0 in probability
and

sup
t≥0

∣∣∣µω (x ∈ X : τωB(y,r)(x) > t/µ(B(y, r))
)
− e−t

∣∣∣ ≤ ∆r(ω).

Remark 5. The method does give the convergence almost surely in ω ∈ Ω as in
the previous section. We recall, however, that the convergence in probability of ∆r

implies that a.s. ω there exists a sequence rωn → 0 such that ∆rωn
(ω)→ 0 as n→∞.

The question of the speed of convergence could be aborded in some situations.
A quite interesting question is also to understand if the presence of exponential
law for return times implies that the fluctuations of repetition times and empirical
entropies do coincide.

3. Estimates for general random systems and sets

In this section we describe general results that will be used in the proofs of our
main results, and whose strategy follows the line of [17]. They are valid for any
random dynamical system fω acting on X, where θ preserves the probability P on
Ω. We write τωA(x) the first k such that fkω(x) ∈ A. Here A ⊂ X is a measurable
deterministic set and fkω = fθk−1(ω) ◦ · · · ◦ fθ(ω) ◦ fω. Consider

δω(A) = sup
j≥1
|µω(τωA(·) > j)µω(A)− µω(A ∩ {τωA(·) > j})| .

Since θ is invertible, by σ-invariance of ν and almost everywhere uniqueness of the
decomposition ν =

∫
µω dP(ω) we get that the set

Ω′ = {ω ∈ Ω: ∀i, (f iω)∗µω = µθiω}
has full P-probability.

Lemma 6. For all ω ∈ Ω′, integer k and measurable A ⊂ X we have∣∣∣∣∣µω(τωA(·) > k)−
k∏
i=1

(1− µθiω(A))

∣∣∣∣∣ ≤
k∑
i=1

δθiω(A)
i−1∏
j=1

(1− µθjω(A)) .
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Proof. For any integer i ≥ 1 we have

µω(τωA(·) > i+ 1) = µω(f−1
ω (Ac ∩ {τθωA (·) > i}))

= µθω(τθωA (·) > i)− µθω(A ∩ {τθωA (·) > i)}).

Therefore
∣∣µω(τωA(·) > i+ 1)− (1− µθω(A))µθω(τθωA (·) > i)

∣∣ ≤ δθω(A). An imme-
diate recursive substitution argument finishes the proof of the lemma. �

The proof of Theorem 1 is based on the previous lemma. The strategy is to prove
that the term

∏k
i=1 (1− µθiω(A)) is almost surely convergent to e−t, and that the

error term in the right hand side goes to zero almost surely.
Since the exponential distribution is continuous, the convergence (1) for any

t ≥ 0 is equivalent to the convergence for a countable dense set of t’s. Henceforth,
to establish the theorems it is sufficient to show that for any t > 0 we have the
convergence P-almost surely.

Let then t > 0 be fixed. Given A ⊂ X let k = kA,t = bt/µ(A)c and define

MA,t(ω) =
kA,t∑
i=1

µθiω(A).

Lemma 7. We have the equivalence as supω µω(A)→ 0

kA,t∏
i=1

(1− µθiω(A)) ∼ e−MA,t(ω).

Proof. This result is a consequence of the following simple and instrumental result:
if 0 < ε ≤ 1/2 and x1, . . . , xk ∈ [0, ε] then

exp

(
−(1 + 2ε)

k∑
i=1

xi

)
≤

k∏
i=1

(1− xi) ≤ exp

(
−(1− 2ε)

k∑
i=1

xi

)
.

This finishes the proof. �

Observe that by stationarity the expectation of MA,t is

(2) E(MA,t) =
∫

Ω

kA,t∑
i=1

µθiω(A) dP(ω) = kA,tµ(A),

which by definition of kA,t already shows that E(MA,t)→ t as µ(A)→ 0.
Next, the error term

∑k
i=1 δθiω(A) in Lemma 6 decomposes as a mixing term

and short entrance or return time terms as follows. Let g ≤ k be an integer and set

GA,k,g(ω) =
k∑
i=1

µθiω(A ∩ {τθ
iω
A (·) ≤ g}),

HA,k,g(ω) =
k∑
i=1

sup
j≥1

∣∣∣µθiω(A ∩ (fgω)−1{τθ
i+g

A ω(·) > j})− µθiω(A)µθi+gω(τθ
i+g

A ω(·) > j)
∣∣∣ ,

KA,k,g(ω) =
k∑
i=1

µθiω(A)µθiω(τθ
iω
A (·) ≤ g).
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The gap g allows to exploit the mixing assumptions, related to HA,k,g, provided
that the probabilities of hitting or returning into A before time g, related to GA,k,g
and KA,k,g, are small since the whole error term is estimated as follows.

Lemma 8. For all ω ∈ Ω′, any measurable set A ⊂ X and any integers g ≤ k we

have
k∑
i=1

δθiω(A) ≤ GA,k,g(ω) +HA,k,g(ω) +KA,k,g(ω).

Proof. We have

δω(A) = sup
j≥1
|µω(τωA(·) > j)µω(A)− µω(A ∩ {τωA(·) > j})|

≤ µω(τωA(·) ≤ g)µω(A) + µω(A ∩ {τωA(·) ≤ g})

+ sup
j≥g

∣∣∣µθgω(τθ
gω
A (·) > j − g)µω(A)− µω(A ∩ (fgω)−1{τθ

gω
A (·) > j − g})

∣∣∣ .
Thus the lemma follows by summing up the the previous terms along the finite
piece of orbit of ω by θ. �

To summarize, to prove that the limiting law is a.s. exponential we are led to
prove that MA,t → t and GA, HA and KA goes to zero as A shrinks to a typical
reference point.

4. Proofs for the random subshifts

In this section we will prove Theorem 1 and the proof now follows the line of
[27]. Consider the set

X ′ =
{
y ∈ X : lim sup

n→∞
− 1
n

logµ(Cn(y)) ≤ h
}
.

We already noticed that our hypothesis guarantee that the metric entropy hν(S,Ω×
F1

0 ) is finite. Therefore, by Shannon-McMillan-Breiman theorem (see [29]) we ob-
tain that lim supn→∞− 1

n logµω(Cn(y)) = h for ν-almost every (ω, x). Thus it
follows from the Jensen’s inequality that µ(X ′) = ν(Ω×X ′) = 1.

We fix some t > 0 and take A = Cn(y). For simplicity we denote MA,t by Mn

and kA,t by kn. We forget also the dependence on y, g and t for the other random
variables introduced in the previous section and hence we write Gn, Hn, Kn for
notational simplicity.

Lemma 9. For all y ∈ X ′ we have Mn → t, P-almost surely.

Proof. Let

Ωn =

{
ω ∈ Ω:

kn∑
i=1

C(θiω) ≤ k
3
p
n

}
.

We estimate the second moment of Mn on the set Ωn

E(M2
n1Ωn) =

kn∑
i,j=1

∫
Ωn

µθiω(A)µθjω(A)dP(ω).
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Let ε > 0 and consider now m = mn = beh0n/(1+ε)c. Near the diagonal, that is
when |i− j| < m, using hypothesis (II) we have that∑

|i−i|<m

∫
Ωn

µθiω(A)µθjω(A)dP(ω) ≤
∑

|i−j|<m

ce−h0n

∫
Ω

µθiω(A)dP(ω)

≤ 2cme−h0nknµ(A)

≤ 2ctme−h0n.

Far from the diagonal, the independence hypotheses (I) and (III) yield∑
|i−j|≥m

∫
Ωn

µθiω(A)µθjω(A)dP(ω) ≤ 2
∑

j≥i+m

∫
Ωn

C(θiω)α(m− n)dP(ω)+

+
∫

Ω

µθiω(A ∩ σ−(j−i)A)dP(ω)

≤ 2knk
3
p
n α(m− n) + 2

∑
j≥i+m

µ(A ∩ σ−(j−i)A)

≤ 2k
1+ 3

p
n α(m− n) + k2

nµ(A)2 + k2
nC0α(m− n).

On the other hand, since the random variable C ∈ Lp(Ω,R) for some p ∈ (0, 1]
it follows by Markov inequality that

P(Ωcn) = P

((
kn∑
i=1

C(θiω)

)p
> k3

n

)
≤ P

(
kn∑
i=1

C(θiω)p > k3
n

)
≤ k−2

n E(Cp).

Thus, we simply have

E(M2
n1Ωcn

) ≤ P(Ωcn) sup
Ω
M2
n ≤ k−2

n E(Cp)k2
nce
−h0n.

Combining these estimates with (2) which gives E(Mn) = knµ(A) we finally get a
control on the variance of Mn

varMn = E(M2
n1Ωn) + E(M2

n1Ωcn)− E(Mn)2

≤ 2ctme−h0n + 2k
1+ 3

p
n α(m− n) + C0k

2
nα(m− n) + E(Cp)ce−h0n.

Thus, one can choose ε small enough such that
∑
n varMn <∞. Indeed, for n large

enough k2
nα(m−n) < k

1+ 3
p

n α(m−n) < 2qt1+ 3
p enγ where γ = (h+ ε)(1 + 3

p )− q h0
1+ε

and by definition of q, γ < 0 if ε is sufficiently small. It is a classical result
that any sequence of centered random variables (Xn) with

∑
n varXn < ∞ is

such that Xn → 0 a.s. (since
∑
nXn is almost everywhere convergent). Hence,

Mn − E(Mn)→ 0 a.s., from which the conclusion follows since E(Mn)→ t. �

We now prove that all random variables used in Lemma 8 converge to zero as n
tends to infinity. We fix a gap of size g = gn = beh0n/4c.

Lemma 10. For µ-almost every y we have E(Gn)→ 0.

Proof. By stationarity of µ we obtain

E(Gn) =
kn∑
i=1

∫
Ω

µθiω(A ∩ {R(·, A) ≤ g}) dP(ω)(3)

= kn µ(A ∩ {R(·, A) ≤ g}) = kn µ(A)µ(R(·, A) ≤ g|A),
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where µ(·|A) stands for the usual conditional measure on A. Using relation (3)
above and that knµ(A) → t we are left to prove that µ(R(·, A) ≤ g|A) → 0 (as n
tends to infinity) for µ-almost every y.

By the Ornstein-Weiss theorem [22] we have for ν-a.e. (ω, x)

lim
n→∞

1
n

logRn(x, x) = h > h0/2 > 0,

since by our assumptions h0 ≤ h. Given n0 ≥ 1 consider the set D(n0) = {x ∈
X : Rn(x, x) ≥ enh0/2 for all n ≥ n0}.

Let ε > 0 be small and fixed. Since µ(D(n0)) = ν(Ω × D(n0)) goes to 1 as
n0 → ∞, we can take n0 so large that µ(D(n0)) > 1 − ε. Let y be a Lebesgue
density point of D(n0) for the measure µ. It holds that

µ(D(n0)|Cn(y)) :=
1

µ(Cn(y))
µ(Cn(y) ∩D(n0)) ≥ 1− ε

for all large n. Therefore

µ(R(·, Cn(y)) ≤ g|Cn(y)) ≤ µ(D(n0)c|Cn(y)) < ε.

Hence, taking a sequence εq → 0 gives the conclusion. �

Lemma 11. For µ-a.e y ∈ X we have Gn → 0 P-almost surely.

Proof. Reproducing the computation of the second moment in the proof of Lemma 9,
with the same mn, taking into account that now A ∩ {R(·, A) ≤ g} ∈ Fn+g

0 only,
we get

varGn =
∑
i,j

∫
Ω

µθiω(A ∩ {R(·, A) ≤ g})µθjω(A ∩ {R(·, A) ≤ g})dP(ω)− E(Gn)2

≤ 2cE(Gn)me−h0n + 2k
1+ 3

p
n α(m− n− g) + C0k

2
nα(m− n− g) + E(Cp)ce−h0n.

This proves that
∑
n varGn <∞. The conclusion follows as in the proof of Lemma 9

using Lemma 10. �

Lemma 12. For all y ∈ X ′ we have Hn → 0 P-almost surely.

Proof. We use the correlation hypothesis (III) to obtain

Hn(ω) ≤
kn∑
i=1

C(θiω)α(g − n) ≤ α(g − n)

(
kn∑
i=1

C(θiω)p
)1/p

.

By the ergodic theorem we have in addition
∑kn
i=1 C(θiω)p = O(knE(Cp)) for P-

almost every ω. Consequently

Hn ≤ α(g − n)O
(
k

1
p
n

)
→ 0 P-almost surely.

�

Lemma 13. For all y ∈ X ′ we have Kn → 0, P-almost surely.

Proof. We have Kn ≤ gce−h0nMn since

µω(R(·, A) ≤ g) = µω

( g⋃
i=1

σ−iA
)
≤

g∑
i=1

µθiω(A) ≤ gce−h0n.



EXPONENTIAL LAW FOR RANDOM SUBSHIFTS OF FINITE TYPE 9

In addition, Mn converges P-almost surely by Lemma 9, which gives the conclusion.
�

We are now in a position to finish the proof of our first main result.

Proof of Theorem 1. By Lemmas 11,12 and 13 we have Gn+Hn+Kn → 0 P-almost
surely and for µ-almost every y. The theorem follows then from Lemma 6 using
Lemma 8. �

5. Random endomorphisms with decay of correlations

This section is devoted to the proof of Theorem 4 on random dynamical systems.
Since the strategy is analogous to the one of Section 4 we will only write the proofs
of the versions of Lemmas 9 and 10 with full detail and leave the adaptations of
the other lemmas to the reader.

Write Γ(m) =
∑∞
`=m γ(`). Note that Γ is also super polynomially decreasing.

Define the set X ′ by
X ′ = {x ∈ X : dµ(x) ≤ d1}

for some constant d1 sufficiently large. Since the upper dimension is µ-a.e. bounded
by the dimension of the space X itself, it suffices to take d1 = dim(X) to get a full
measure set.

We fix t > 0, take A = B(x, r) and set Mr = MA,t analogously to Section 3. We
will also write kr, Gr, Hr and Kr for simplicity.

Lemma 14. For all x ∈ X ′ we have Mr → t in probability on (Ω,P) as r → 0 .

Proof. We use the same method as in Lemma 9. Recall that

Mr =
kr∑
i=1

µθiω(B(x, r)).

We use a set Ωr defined as Ωn with kr instead of kn, and estimate E(M2
r 1Ωr ). Take

m = mr = br−uc, u to be chosen later.
Those |i− j| < m using (II’) again give a contribution less than 2ctmrd0 .
Those |i− j| ≥ m, using (I’) and (III’) give a contribution less than (below ϕx,r

denotes a ρ−1-Lipschitz function on X such that 1B(x,r) ≤ ϕx,r ≤ 1B(x,r+ρ))

2
kr−m∑
i=1

kr∑
j=i+m

∫
Ωr

µθiω(B(x, r))µθjω(B(x, r))dP(ω)

≤ 2
kr∑
i=1

kr∑
`=m

∫
Ωr

[∫
X

ϕx,r1B(x,r) ◦ f `ωdµθiω + C(θiω)γ(`)ρ−1

]
dP(ω)

≤ 2
kr∑
i=1

kr∑
g=m

[
C0γ(`)ρ−1 + µ(B(x, r + δ))µ(B(x, r))

]
+ ρ−1

kr∑
`=m

γ(`)E(1Ωr

kr∑
k=1

C ◦ θi)

≤ C0krΓ(m)ρ−1 + k2
rµ(B(x, r + ρ))µ(B(x, r)) + ρ−1Γ(m)k3/p

r .

By assumption (IV’) we have µ(B(x, r+ρ)) ≤ µ(B(x, r))+r−bρa therefore one can
choose u such that the expectation E(M2

r 1Ωr ) ≤ rc for some constant c > 0.
On the other hand E(Mr1Ωcr

) satisfies the same upper bound that in Lemma 9,
therefore the variance of Mr is bounded from above by rc (changing the constant
c is necessary).
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This proves that the variance of Mr converges to zero as r → 0, hence Mr itself
converges to t in L2, thus in probability. �

Remark 15. Indeed, since the variance of Mr is bounded by rc a Borel-Cantelli
argument as in the proof of Lemma 9 shows that Mrk → t a.s. for the subsequence
rk = ak, for any a ∈ (0, 1).

We now set the gap to gr = br−d0/4c.
Lemma 16. For µ-almost every x we have E(Gr)→ 0.

Proof. The proof follows the one of Lemma 10. We have by stationarity that

E(Gr) = kr

∫
Ω

µω(A ∩ {τωA ≤ g})dP(ω)

= kr

∫
Ω×X

1B(x,r)(y)1{τω
B(x,r)≤g}(y)dν(ω, y).

Using assumptions (I’), (II’) and (V’), the random recurrence rate [21] gives

lim inf
r→0

log τωr (x)
− log r

≥ dµ(x) ≥ d0

for ν-a.e. (ω, x). Let r0 > 0. Set α = d0/2 and

Q(r0, y) = {ω ∈ Ω: ∃r < r0, τ
ω
2r(y) < r−α}.

Denote by (νy)y∈X the decomposition of the measure ν on X, meaning

ν(E) =
∫
X

νy({ω ∈ Ω: (ω, y) ∈ E})dµ(y),

for all measurable E ⊂ Ω×X. Let η > 0 and set

Eη(r0) = {y ∈ X : νy(Q(r0, y)) ≤ η}.
Let x be a Lebesgue density point of the set Eη(r0) for the measure µ, i.e.

µ(B(x, r) ∩ Eη(r0))
µ(B(x, r))

→ 1

as r → 0. Hence there exists r1 < r0 such that for any r < r1

µ(B(x, r) ∩ Eη(r0)c) ≤ ηµ(B(x, r)).

Let r < r1. Since g < r−α we get

E(Gr)/kr =
∫

Ω×X
1B(x,r)(y)1{τω

B(x,r)(y)≤g}dν(ω, y)

≤
∫

Ω×X
1B(x,r)(y)1{τω2r(y)<r−α}dν(ω, y)

≤
∫

Ω×X
1B(x,r)(y)1{Q(r0,y)}(ω)dν(ω, y)

=
∫
X

1B(x,r)(y)νy(Q(r0, y))dµ(y)

≤ µ(B(x, r) ∩ Eη(r0)c) + ηµ(B(x, r) ∩ Eη(r0))

≤ 2ηµ(B(x, r)).

Since η is arbitrary and the measure of Eη(r0) can be made arbitrarily close to one,
this shows that E(Gr)→ 0 for µa.e. x, since krµ(B(x, r))→ t. �



EXPONENTIAL LAW FOR RANDOM SUBSHIFTS OF FINITE TYPE 11

Finally, using Lemma 16 and Markov’s inequality, we obtain that Gr converges
to zero in probability. The proofs that Hr and Kr converge to zero a.s. ω may be
proven exactly as in the previous section so we do not add the details. This proves
Theorem 4.

Remark 17. If we strengthen assumptions (I’) and (III’) to allow functions ϕ
which are dynamically Lipschitz, such that B(x, r) ∩ {τB(x,r) ≤ gr} may be well
approximated by these functions, then the proof of Lemma 11 may be adapted to this
setting and give the a.s. convergence for all sequences rn = an (see also Remark 15).
This strategy should work for example for the class of random unimodal maps as
studied in [3].

6. Examples

In this section we provide some examples that fulfill the hypotheses of our main
theorems.

Example 18. Let s ≥ 1 and (Ω, θ) be a subshift of finite type on the symbolic space
{0, 1, . . . , s}Z endowed with the distance dΩ(ω, ω̃) =

∑
n∈Z 2−|n||ωi − ω̃i|. Let P be

a Gibbs measure from a Hölder potential.
Let b ≥ 1 and make the shift {0, 1, . . . , b}N a random subshift by putting on it the

random Bernoulli measures constructed as follows. Let W = (wij) be a s×b stochas-
tic matrix with entries in (0, 1) and set q = max(wij). Set pj(ω) = wω0,j. The ran-
dom Bernoulli measure µω is defined by µω([x0 . . . xn]) = px0(ω)px1(θω) . . . pxn(θnω).
Since µω are Bernoulli measures, one can observe easily that for all m,n, A ∈ Fn0
and B ∈ Fm0 :

(4)
∣∣µω(A ∩ σ−g−nB)− µω(A)µθn+gω(B)

∣∣ = 0

for every g ≥ 1 and every ω ∈ Ω. Thus, property (III) is satisfied.
Moreover, we obtain that for every cylinder [x0 . . . xn] and ω ∈ Ω

µω([x0 . . . xn]) ≤ qn+1

for all n ≥ 1, which implies property (II).
Now we will prove that property (I) holds for the marginal probability measure

µ =
∫

Ω
µω dP. The proof explores the mixing properties of the base dynamics θ :

Ω → Ω. In order to estimate the decay for the integrated measure µ we write, for
m,n, A ∈ Fn0 and B ∈ Fm0 :∣∣µ(A ∩ σ−n−gB)− µ(A)µ(B)

∣∣ =
∣∣∣∣∫

Ω

µω(A ∩ σ−n−gB)dP−
∫

Ω

µω(A)dP
∫

Ω

µω(B)dP
∣∣∣∣

≤
∫

Ω

∣∣µω(A ∩ σ−n−gB)− µω(A)µθn+gω(B)
∣∣ dP

+
∣∣∣∣∫

Ω

µω(A)µθn+gω(B)dP−
∫

Ω

µω(A)dP
∫

Ω

µω(B)dP
∣∣∣∣

for all g ≥ 1. Using (4), the first term in the right hand side above is null. To
control the second term consider the partition of Ω given by sets U ∩θ−n−gV , where
U, V are cylinders of rank n,m respectively. By definition of the Bernoulli measure,
the value µω(A) for ω ∈ U is constant equal to say ηU,A. We denote analogously by



12 JÉRÔME ROUSSEAU, BENOIT SAUSSOL, PAULO VARANDAS

ηV,B the value taken by µω(B) for ω ∈ V . The Gibbs measure P is exponentially
ψ-mixing in the sense that there exists a function ψ such that∣∣P(U ∩ θ−n−gV )− P(U)P(V )

∣∣ ≤ ψ(g)P(U)P(V ),

with ψ(g)→ 0 exponentially fast. Writing∫
Ω

µω(A)µθn+gω(B)dP(ω) =
∑
U,V

ηU,AηV,BP(U ∩ θ−n−gV )

and ∫
Ω

µω(A)dP(ω) =
∑
U

ηU,AP(U),
∫

Ω

µω(B)dP(ω) =
∑
V

ηV,BP(B)

we get that∣∣µ(A ∩ σ−n−gB)− µ(A)µ(B)
∣∣ ≤∑

U,V

P(U)P(V )ψ(g) ≤ ψ(g),

which decays exponentially fast with g (independently of m and n) and property (I)
holds.

Therefore, it follows from our results that for µ-almost every y, P-almost every
ω and all t ≥ 0 we have

µω

(
x ∈ X : Rn(x, y) >

t

µ(Cn(y))

)
→ e−t, as n→∞.

and that for µ-almost every y ∈ X and all t ≥ 0 we have

µ

(
x ∈ X : Rn(x, y) >

t

µ(Cn(y))

)
→ e−t, as n→∞.

The next example shows that the sample measures µω and the marginal µ can
be mutually singular for a.e. ω, as announced in Section 2. This is a special case
of Example 18.

Example 19. Let Ω = {0, 1}Z with the shift θ and the Bernoulli measure P with
weights (1/2, 1/2). Make the shift {0, 1}N a random shift by putting on it the ran-
dom Bernoulli measures constructed as follows. Take p ∈ (0, 1/2) and q = 1−p. Set
p0(ω) = p if ω0 = 0 and q otherwise, and p1(ω) = 1−p0(ω). The random Bernoulli
measure µω is defined by µω([x0 . . . xn]) = px0(ω)px1(θω) . . . pxn(θnω). Indeed
µω([x0 . . . xn]) = pkn(ω,x)qn−kn(ω,x) where kn(ω, x) is the number of i = 0, . . . , n
such that ωi = xi. The marginal measure µ is

µ([x0 . . . xn]) =
∫

Ω

µω([x0 . . . xn])dP(ω) =
∫
px0(ω)dP(ω) . . .

∫
Ω

pxn(θnω)dP(ω)

since each pxk(θkω) depends only on ωk and the ωk’s are independent. Moreover
each of these integrals is equal to (p + q)/2 = 1/2. Therefore µ is the Bernoulli
measure on Ω with weights (1/2, 1/2). Next, if the density ρω of the probability
measure µω with respect to µ exists on a set of positive measure then the limit of
the ratio

µω([x0 . . . xn])/µ([x0 . . . xn]) = pkn(ω,x)qn−kn(ω,x)2n

should exists µ-almost everywhere on this set, by Lebesgue differentiation theorem,
and should be equal to ρω(x). However, since kn has increments 0 or 1 the only
possible limits of the ratio are 0 or ∞ since p and q are not equal to 1/2. Since the
density ρω cannot have finite nonzero value, therefore it does not exist.
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Note that our results extend to the random dynamical systems context some
results obtained for in the deterministic setting in [27], in which case we take P to
be a Dirac measure at a fixed point for θ. In particular we obtain applications to
the thermodynamical formalism of random dynamical systems. Let S : E → E be
as before the skew-product given by S(ω, x) = (θ(ω), σ(x)). Given a measurable
potential φ : E → R set varnφ(ω) = sup{|φ(ω, x)− φ(ω, x̃)| : xi = x̃i for all i < n}.
If φ satisfies

∫
supx |φ(ω, x)| dP(ω) < ∞ and varnφ(ω) ≤ Kφ(ω)e−τn for all n ≥ 1,

for some random variable with logKφ ∈ L1(P), then the variational principle holds

πS(φ) = sup
η

{
hη(S) +

∫
φdη

}
,

where the supremum is taken over all S-invariant probability measures and πS(φ)
denotes the topological pressure of S with respect to φ c.f. [5, 18]. We say that an
S-invariant probability measure µ is an equilibrium state for S with respect to φ if
it attains the previous supremum. In addition, we say that a probability measure µ
that admits a disintegration (µω)ω is a fiber Gibbs measure with respect to φ if there
exist random variables λ = λ(ω), Cφ = Cφ(ω) > 0 such that

∫
logCφ(ω) dP(ω) <∞

and

(5) Cφ(ω)−1 ≤ µω(Cn(x))
exp

(
− log

∏n−1
j=0 λ(θj(ω)) +

∑n−1
j=0 φ(Sj(ω, x))

) ≤ Cφ(ω)

for P-a.e. ω, every x ∈ Eω and n ≥ 1. In fact, under the previous conditions, it
follows from [18, Theorem 2.1] that there exists a unique equilibrium state for S
with respect to φ and that it is a fiber Gibbs measure. Although in general the
measure of cylinders may decay exponentially to zero but not uniformly in ω we
build an example below where this is not the case. Let us mention that in most of
the known results the thermodynamical formalism follows from a carefull analysis of
transfer operators. Given ω ∈ Ω the associated random Perron-Frobenius operator
is

(6) (Lωg)(x) =
∑

S(ω,y)=x

eφ(ω,y)g(y)

and, in our context, for every continuous g : Eω → R it defines a continuous function
Lωg on Eθ(ω). Set Lω,n = Lθn−1(ω) ◦ · · · ◦ Lθ(ω) ◦ Lω for all n ≥ 0.

Let us mention that these results also hold for the random composition of any
finite number of uniformly expanding maps as in Theorem 4.

Example 20. Set Ω = {0, 1}Z with the distance dΩ(ω, ω̃) =
∑
n∈Z 2−n|ωi − ω̃i|.

Let f0, f1 : Td → Td be C2-smooth expanding maps and d denote the product metric
in Ω × Td. Assume that P is a Bernoulli measure on Ω as before and consider
the potential φ : E → R given by φ(ω, x) = − log |detDfω0(x)|, which is piecewise
constant. By the change of variables formula we obtain that the probability measures
νω = Leb are conformal, in the sense that (Lω)∗νω = νθ(ω). Moreover, it follows
from [18, Theorem 2.1] that there exists a measurable family of continuous and
integrable functions (hω)ω such that Lωhω = λωhθ(ω), that

∫
hω dνω = 1 and that

(µω)ω given by dµω = hωdνω is the unique S-invariant probability measure that is
an equilibrium state for S with respect to φ.

Now, since fω is either f0 or f1 (finite number of functions) then the potential
φ is locally constant and the family (Lω)ω of transfer operators reduce to finitely
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many of them. Consequently, there are uniform constants L > 1 and ε > 0 such
that for P-a.e. ω ∈ Ω the cones

ΛωL =
{
g > 0 : g(x) ≤ g(y) exp(Ld(x, y)α)) for all d(x, y) < ε

}
of continuous functions are strictly preserved by the random Perron-Frobenius op-
erator for all positive iterates. More precisely, for all n ≥ 1 one has Lω,n(ΛωL) ⊂
Λθ

n(ω)
2L/3 (c.f. [18, Equations (4.9) and (4.11)-(4.19)]). Since each function hω belongs

to the cone ΛωL of observables and also
∫
hωdνω = 1 it holds that these have uniform

Hölder constants.
In fact, we use the fact that hω = limn→∞ Lθ

−nω,n1 and the speed of convergence
is exponential, meaning that there exists a > 0 so that

(7) ‖hω − lim
n→∞

Lθ
−nω,n1‖ ≤ e−an

for all n ≥ 1 large, to prove that Φω =
∫
ϕhωdLeb varies Hölder continuously with

ω. For completeness let us mention that equation (7) above corresponds to [18,
Equation 4.43] with Cω = C0 constant. Now, if one assumes ω and ω′ are in the
same −2n, . . . , 2n cylinder then

|Φω − Φω′ | ≤
(∫

ϕdLeb
)

sup
X
|hω − hω′ |

≤
(∫

ϕdLeb
) (

sup
X
|Lθ

−nω,n1− Lθ
−nω′,n1|+ 2e−an

)
.

Since θ−nω and θ−nω′ are in the same [−n..2n] cylinder and Lω is locally constant
then then the first summand in the right hand side above is null, leading to |Φω −
Φω′ | ≤ 2e−an thus proving the claim that ω 7→ Φω is Hölder continuous.

Moreover, since each function hω belongs to the cone ΛωL of observables and also∫
hωdνω = 1 there exists a uniform constant K̃ ≥ 1 (depending only on ε) such that
|hω(x)| ≤ K̃eLdiam(M)α and consequently there exists a uniform constant K > 0
such that ‖hω‖∞ ≤ K for P-a.e. ω. In consequence,

µω(B(x, r)) ≤ KLeb(B(x, r)) ≤ crd

and, since µ =
∫
µωdP, then µ is also absolutely continuous with respect to Leb

with densitiy bounded by K. As a consequence we get for all small r, ρ that

µ(B(x, r + ρ)) ≤ c(r + ρ)d ≤ µ(B(x, r)) + r−1ρ.

This proves that (II’) and (IV’) hold.
We are now left to discuss the mixing properties (I’) and (III’). The fiber mixing

property (III’) is a consequence of Theorem 2.2 and Equation 5.19 in [18] that there
exists a random variable C so that∣∣∣∣∫

X

ϕ (ψ ◦ f `ω) dµω −
∫
X

ϕdµω

∫
X

ψ dµθ`ω

∣∣∣∣ ≤ C(ω)γ(`)Lip(ϕ) sup |ψ|.

We refer the reader to Lemma 6.3 in [19] for the precise estimates leading to the
previous expression. Furthermore, since there are finitely many expanding maps,
one can check in Section 4 and Section 5 of [18] that the random variable C can be
taken bounded from above by a uniform constant C0.

Now we will prove that property (I’) holds for the marginal probability measure
µ =

∫
µω dP =

∫
hωdLeb dP. The proof explores the mixing properties of θ : Ω→ Ω.
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In order to estimate the decay for the integrated measure µ =
∫
µω dP we write for

all n ≥ 1 ∣∣∣ ∫ ϕ(ψ ◦ f `ω) dµ−
∫
ϕdµ

∫
ψ dµ

∣∣∣
=
∣∣∣∣∫ ∫ ϕ(ψ ◦ f `ω) dµωdP−

∫
ϕdµωdP

∫
ψ dµθ`(ω)dP

∣∣∣∣
≤
∫ ∣∣∣∣∫ ϕ(ψ ◦ f `ω) dµω −

∫
ϕdµω

∫
ψ dµθ`(ω)

∣∣∣∣ dP(8)

+
∣∣∣∣∫ (∫ ϕdµω

∫
ψ dµθ`(ω)

)
dP−

∫
ϕ dµ

∫
ψ dµ

∣∣∣∣ .(9)

On the one hand, that by (III’) the term in equation (8) is bounded from above by
C0 γ(`) sup(ψ)‖ϕ‖α. On the other hand, by the exponential decay of correlations
for the shift θ we get, if one considers the observables Φω =

∫
ϕdµω =

∫
ϕhωdLeb

and Ψω =
∫
ψdµω =

∫
ψhωdLeb then the expression in equation (9) is such that∣∣∣ ∫ Φω Ψθ`(ω)dP−

∫
Φω dP

∫
ΨωdP

∣∣∣ ≤ K sup(Ψω)‖Φω‖αγ(`)

≤ K sup(Ψ)‖Φ‖αγ(`)

for some positive constant K and all ` ≥ 1. This proves that condition (I’) holds.
Finally, let us prove the random aperiodicity condition (V’). We observe that

ν((ω, x) ∈ E : ∃n ∈ N fnω (x) = x) ≤
∑
n≥1

ν((ω, x) ∈ E : fnω (x) = x)

≤
∑
n≥1

∫
Ω

µω

(
x ∈ X : fnω (x) = x

)
dP

and, since µω � Leb, it is enough to prove that Leb(x ∈ X : fnω (x) = x) = 0 for
P-almost every ω. This property follows immediately from the fact that fnω is an
expanding map, since the periodic points of all periods are isolated and thus finite.
This proves that S : E → E is random aperiodic as claimed.

Therefore, it follows from our Theorem 4 that for µ-almost every y and all t ≥ 0
we have

µω

(
x ∈ X : τωB(y,r)(x) >

t

µ(B(y, r))

)
P→ e−t, as n→∞.
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