
4. Applications to stochastic analysis

Guide for this section

So far, I have presented the theory of rough differential equations as a purely
deterministic theory of differential equations driven by multi-scale time indexed
signals. Lyons, however, constructed his theory first as a deterministic alternative
to Itô’s integration theory, after some hints by Föllmer in the early 80’s that Itô’s
formula can be understood in a deterministic way, and other works (by Bichteler,
Karandikhar...) on the pathwise construction of stochastic integrals. (Recall that
stochastic integrals are obtained as limits in probability of Riemann sums, with no
hope for a stronger convergence to hold as a rule.) Lyons was not only looking for
a deterministic way of constructing Itô integrals, he was also looking for a way of
obtaining them as continuous functions of their integrator! This required a notion
of integrator different from the classical one... Rough paths were born as such
integrators, with the rough integral of controlled integrands, defined in exercise 13,
in the role of Itô integrals. What links these two notions of integrals is the following
fudamental fact. Brownian motion has a natural lift into a Hölder p-rough path, for
any 2 < p < 3, called the Brownian rough path. This object is constructed in
section 4.1 using Kolmogorov’s classical regularity criterion, and used in section 4.2
to see that the stochastic and rough integrals coincide whenever they both make
sense. This fundamental fact is used in section 4.3 to see that stochastic differential
equations can be solved in a two step process.

(i) Purely probabilistic step. Lift Brownian motion into the Brownian rough
path.

(ii) Purely deterministic step. Solve the rough differential equation associ-
ated with the stochastic differential equation.

This requires from the driving vector fields to be C3
b , for the machinery of rough

differential equations to make sense, which is more demanding than the Lipschitz
regularity required in the Itô setting. This constraint comes with an enormous gain
yet: the solution path to the stochastic differential equation is now a continuous
function of the driving Brownian rough path, this is Lyons’ universal limit theorem,
in striking contrast with the measurable character of this solution, when seen as
a function of Brownian motion itself. (The twist is that the second level of the
Brownian rough path is itself just a measurable function of the Brownian path.)
Together with the above solution scheme for solving stochastic differential equa-
tions, this provides a simple and deep understanding of some fundamental results
on diffusion processes, as section 4.4 on Freidlin-Wentzell theory of large deviation
will demonstrate.

We follow the excellent forthcoming lecture notes [5] in sections 4.2 and 4.3.

4.1. The Brownian rough path.

4.1.1. Definition and properties. Let
(
Bt

)
0�t�1

be an R�-valued Brownian motion
defined on some probability space (Ω,F ,P). There is no difficulty in using Itô’s
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theory of stochastic integrals to define the two-index continuous process

(4.1) BItô
ts :=

∫ t

s

∫ u

s

dBr ⊗ dBu =

∫ t

s

Bus ⊗ dBu.

That process satisfies Chen’s relation
BItô
ts = BItô

tu + BItô
us +Bus ⊗Btu

for any 0 � s � u � t � 1. As is B well-known to have almost-surely 1
p
-Hölder

continuous sample paths, for any p > 2, the process
BItô =

(
B,BItô)

will appear as a Hölder p-rough path if one can show that BItô is almost-surely 2
p
-

Hölder continuous. This can be done easily using Kolmogorov’s regularity criterion,
which we recall and prove for completeness. Denote for that purpose by D the set
of dyadic rationals in [0, 1] and write Dn for

{
k2−n ; k = 0..2n

}
.

Theorem 1 (Kolmogorov’s criterion). Let (S, d) be a metric space, and q � 1
and β > 1/q > 0 be given. Let also

(
Xt

)
t∈Dbe an S-valued process defined on some

probability space, such that one has

(4.2)
∥∥d(Xt, Xs

)∥∥
Lq � C |t− s|β,

for some finite constant C, for all s, t ∈ D. Then, for all α ∈ [0, β− 1
q

)
, there exists

a random variable Cα ∈ Lq such that one has almost-surely

d
(
Xs, Xt

)
� Cα |s− t|α,

for all s, t ∈ D; so the process X has an α-Hölder modification defined on [0, 1].

Proof – Given s, t ∈ D with s < t, let m � 0 be the only integer such that 2−(m+1) �
t− s < 2−m. The interval [s, t) contains at most one interval

[
rm+1, rm+1 + 2−(m+1)

)
with rm+1 ∈ Dm+1. If so, each of the intervals [s, rm+1) and

[
rm+1 + 2−(m+1), t

)
contains at most one interval

[
rm+2, rm+2 + 2−(m+2)

)
with rm+2 ∈ Dm+2. Repeating

this remark up to exhaustion of the dyadic interval [s, t) by such dyadic sub-intervals,
we see, using the triangle inequality, that

d
(
Xt,Xs

)
� 2

∑
n≥m+1

Sn,

where Sn = supt∈Dn
d
(
Xt,Xt+2−n

)
. So we have

d
(
Xt,Xs

)
(t− s)α

� 2
∑

n�m+1

Sn 2
(m+1)α � Cα

where Cα := 2
∑

n�0 2
nαSn. But as the assumption (4.2) implies

E
[
Sq
n

]
� E

[∑
t∈Dn

d
(
Xt,Xt+2−n

)q] � 2nC(2−n)q β,

we have ∥∥Cα

∥∥
Lq � 2

∑
n�0

2nα‖Sn‖q � 2C
∑
n�0

2

(
α−β+ 1

p

)
n < ∞,

so Cα is almost-surely finite. The conclusion follows in a straightforward way. �
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Recall the definition of the homogeneous norm on T 2,1
�

‖a‖ =
∥∥1⊕ a1 ⊕ a2

∥∥ =
∣∣a1∣∣ +√∣∣a2∣∣

introduced in equation (??), with its associated distance function d(a,b) = ‖a−1b‖‖.
To see that BItô is a Hölder p-rough path we need to see that it is almost-surely
1
p
-Hölder continuous as a

(
T 2,1
� , ‖ · ‖)-valued path. This can be obtained from Kol-

mologorv’s criterion provided one has∥∥BItô
ts

∥∥
Lq � C |t− s| 12 ,

for some constants q with 0 < 1
2
− 1

q
< 1

p
, and C. Given the form of the norm on

T 2,1
� , this is equivalent to requiring

(4.3)
∥∥Bts

∥∥
Lq � C |t− s| 12 , ∥∥BItô

ts

∥∥
L

q
2
� C |t− s|.

These two inequalities holds as a straightforward consequence of the scaling property
of Brownian motion. (The random variable BItô

10 is in any Lq as a consequence of the
BDG inequality for instance.)

Corollary 2. The process BItô is almost-surely a Hölder p-rough path, for any p
with 1

3
< 1

p
< 1

2
. It is called the Itô Brownian rough path.

Note that BItô is not weak geometric as the symmetric part of BItô
ts is equal to

1
2
Bts ⊗ Bts − 1

2
(t − s) Id. Note also that we may as well have used Stratonovich

integral in the definition of the iterated integral

BStr
ts :=

∫ t

s

∫ u

s

◦ dBr ⊗ ◦dBu =

∫ t

s

Bus ⊗ ◦dBu;

this does not make a big difference a priori since

BStr
ts = BItô

ts +
1

2
(t− s)Id.

So one can define another Hölder p-rough path BStr
ts =

(
Bts,B

Str
ts

)
above Brownian

motion, called Stratonovich Brownian rough path. Unlike Itô Brownian rough
path, it is weak geometric. (Compute the symmetric part of BStr

ts !) Whatever choice
of Brownian rough path we do, its definition seems to involve Itô’s theory of sto-
chastic integral. It will happen to be important for applications these two rough
paths can actually be constructed in a pathwise way from the Brownian path itself.

Given n � 1, define on the ambiant probability space the σ-algebra Fn :=

σ
{
Bk2−n ; 0 � k � 2n

}
, and let B

(n)
• stand for the continuous piecewise linear

path that coincides with B at dyadic times in Dn and is linear in between. Denote
by B(n),i the coordinates of B(n). There is no difficulty in defining

B
(n)
ts :=

∫ t

s

B(n)
us ⊗ dB(n)

u

as a genuine integral as B(n) is piecewise linear, and one has acutally, for j �= k,

(4.4) B
(n)
ts = E

[
Bts

∣∣Fn

]
, B

(n),jk
ts = E

[
B

Str,jk
ts

∣∣Fn

]
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and B
(n),ii
ts = 1

2

(
B

(n),i
ts

)2
.

Proposition 3. The Hölder p-rough path B(n) =
(
B(n),B(n)

)
converges almost-

surely to BStr in the Hölder p-rough path topology.

Proof – We use the interpolation result stated in proposition ?? to prove the above
convergence result. The almost-sure pointwise convergence follows from the
martingale convergence theorem applied to the martingales in (4.4). To get the
almost-sure uniform bound

(4.5) sup
n

∥∥B(n)
∥∥ < ∞

it suffices to notice that the estimates∣∣Bts

∣∣ � Cp|t− s| 1p , ∣∣BStr,jk
ts

∣∣ � C2
p |t− s| 2p

obtained from Kolmogorov’s regularity criterion with Cp ∈ Lq for (any) q > 2,
give ∣∣B(n)

ts

∣∣ � E
[
Cp

∣∣Fn

] |t− s| 1p , ∣∣B(n),jk
ts

∣∣ � E
[
C2

p

∣∣Fn

]|t− s| 2p ,
so the uniform estimate (4.5) follows from Doob’s maximal inequality, which
implies that almost-sure finite character of the maximum of the martingales
E
[
C1 or 2

p

∣∣Fn

]
, since this maximum is integrable. �

4.1.2. How big is the Brownian rough path? The upper bound of
∥∥BItô

∥∥
1
p

provided

by the constant C 1
p

of Kolmogorov’s regularity result says us that
∥∥BItô

∥∥
1
p

is in
all the Lq spaces. The situation is actually much better! As a first hint, notice
that since BItô

ts has the same distribution as δ√t−sB
Itô
10 , and the norm of BItô

10 has a
Gaussian tail (this is elementary), we have

(4.6) E

[
exp

(∥∥BItô
ts

∥∥2
t− s

)]
= E

[
exp

(∥∥BItô
10

∥∥2)] < ∞

The following Besov embedding is useful in estimating the Hölder norm of a path
from its two-point moments.

Theorem 4 (Besov). Given α ∈ [0, 1
2

)
there exists an integer kα and a positive

constant Cα with the following properties. For any metric space (S, d) and any
S-valued continuous path (xt)0�t�1 we have

‖x•‖α � Cα

(∫ 1

0

∫ 1

0

(
d(xt, xs)√

t− s

)2k

ds dt

) 1
2k

.

It can be proved as a direct consequence of the famous Garsia-Rodemich-Rumsey
lemma. Applied to the Brownian rough path BItô, Besov’s estimate gives

E

[∥∥BItô
∥∥2k

1
p

]
� C2k

1
p

∫ 1

0

∫ 1

0

E



( ∥∥Bts

∥∥
√
t− s

)2k

 ds dt = C2k

1
p
E

[
‖B10

∥∥2k].
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So it follows from (4.6) that we have for any positive constant c

E


∑
k�k 1

p

ck
∥∥BItô

∥∥2k
1
p

k!


 � E

[
exp

(
cC2

1
p
‖BItô

10

∥∥2)]

so exp ‖BItô
∥∥2

1
p

will be integrable provided c is small enough, by (4.6).

Corollary 5. The p-rough path norm of the Brownian rough path has a Gaussian
tail.

4.2. Rough and stochastic integral. Let X be any R�-valued Hölder p-rough
path, with 2 < p < 3. Recall we defined in exercise 11 the integral of an L(R�,Rd)-
valued path

(
Fs

)
0�s�1

controlled by X = (X,X) as the well-defined limit∫ 1

0

F dX = lim
∑

FtiXti+1ti + F′
ti
Xti+1ti ,

where the sum is over the times ti of finite partitions π of [0, 1] whose mesh tends to
0. This makes sense in particular for X = BItô. At the same time, if F is adapted to
the Brownian filtration, the Riemann sums

∑
FtiBti+1ti converge in probability to

the stochastic integral
∫ 1

0
Fs dBs, as the mesh of the partition π tends to 0. Taking

subsequences if necessary, one defines simultaneously the stochastic and the rough
integral on an event of probability 1. They actually coincide almost-surely if F’ is
adapted to the Brownian filtration! To see this, it suffices to see that

∑
F′
ti
Xti+1ti

converges in L2 to 0 along the subsequence of partitions used to define the stochastic
integral

∫ 1

0
FsdBs. Assume first that F’ is bounded, by M say. Then, since it is

adapted and Fti is independent of Bti+1ti , an elementary conditioning gives∥∥∥∑F′
ti
BItô
ti+1ti

∥∥∥
L2

�
∑∥∥∥F′

ti
BItô
ti+1ti

∥∥∥
L2

� M2
∑∥∥∥Bti+1ti

∥∥∥
L2

� M2|π|,
which proves the result in that case. If F’ is not bounded we use a localization
argument and stop the process at the stopping time

τM := inf
{
u ∈ [0, 1] ; |F′| > M

}
.

The above reasoning shows in that case that we have the alsmost-sure equality∫ τM

0

F dB =

∫ 1

0

FτM
s dBs,

from which the result follows since τM tends to ∞ as M increases indefinitely.

Proposition 6. Let
(
Fs

)
0�s�1

be an L(R�,Rd)-valued path controlled by BItô =

(B,B), adapted to the Brownian filtration, with a derivative process F’ also adapted
to that filtration. Then we have almost-surely∫ 1

0

F dBItô =

∫ 1

0

Fs dBs.
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If one uses BStr instead of BItô in the above rough integral, an additional well-
defined term

(�) := lim
|π|↘0

∑
F′
ti

1

2

(
ti+1 − ti

)
Id

appears in the left hand side, and we have almost-surely∫ 1

0

F dBStr =

∫ 1

0

F dBItô + (�) =

∫ 1

0

Fs dBs + (�).

To identify that additional term, denote by Sym(A) the symmetric part of a matrix
A and recall that

1

2

(
ti+1 − ti

)
Id = Sym

(
BStr

ti+1ti

)− Sym
(
BItô

ti+1ti

)
=

1

2
B⊗2
ti+1ti

− Sym
(
BItô

ti+1ti

)
;

note also that the above reasoning showing that
∑

F′
ti
BItô
ti+1ti

converges to 0 in L2

also shows that
∑

F′
ti
Sym

(
BItô
ti+1ti

)
converges to 0 in L2. So (�) is almost-surely

equal to the limit as |π| ↘ 0 of the sums
1

2

∑
F′
ti
B⊗2
ti+1ti

.

Since
F′
ti
Bti+1ti = Fti+1ti + Rti+1ti

for some 2
p
-Hölder remainder R, the above sum equals

1

2

(∑
Fti+1tiBti+1ti

)
+ o|π|(1).

We recognize in the right hand side sum a quantity which converges in probability
to the bracket of F and B.

Corollary 7. Under the assumptions of proposition 6, we have almost-surely∫ 1

0

F dBStr =

∫ 1

0

Fs ◦ dBs.

4.3. Rough and stochastic differential equations. Equipped with the preceed-
ing two results, it is easy to see that the solution patht to a rough differential equation
driven by BStr or BItô coincides almost-surely with the solution of the corresponding
Stratonovich or Itô stochastic differential equation.

Theorem 8. Let F =
(
V1, . . . , V�

)
be C3

b vector fields on Rd. The solution to the
rough differential equation

(4.7) dxt = F(xt)B
Str(dt)

coincides almost-surely with the solution to the Stratonovich differential equation

dxt = Vi(xt) ◦ dBi
t.

A similar statement holds for the Itô Brownian rough path and solution to Itô
equations.
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Proof – Recall we have seen in exercise 16 that a path is a solution to the rough
differential equation (4.7) if and only if it is a solution path to the integral
equation

xt = x0 +

∫ t

0

F(xs) dB
Str
s .

Given the result of corollary 7, the theorem will follow if we can see that x• is
adapted to the Brownian filtration; for if one sets Fs := F(xs) then its derivative
F′
s = F′(xs)F(xs), with F’ the differential of F with respect to x, will also be

adapted. But the adaptedness of the solution x• to equation (4.7) is clear from
its construction in the proof of theorem ??. �

We obtain as a corollary of theorem 8, Lyons’ universal limit theorem and the
convergence result proved in proposition 3 for the rough path associated with the
piecewise linear interpolation B(n) of B the following fundamental result, first proved
by Wong and Zakai in the mid 60’.

Corollary 9 (Wong-Zakai theorem). The solution path to the ordinary differential
equation

(4.8) dx
(n)
t = F

(
x
(n)
t

)
dB

(n)
t

converges almost-surely to the solution path to the Stratonovich differential equation

dxt = F(xt) ◦ dBt.

Proof – It suffices to notice that solving the rough differential equation

dz
(n)
t = F

(
z
(n)
t

)
B(n)(dt)

is equivalent to solving equation (4.8). �

4.4. Freidlin-Wentzell large deviation theory. We shall close this course with
a spectacular application of the continuity property of the solution map to a rough
differential equation, by showing how one can recover the basics of Freidlin-Wentzell
theory of large deviations for diffusion processes from a unique large deviation princi-
ple for the Stratonovich Brownian rough path. Exercise 18 also uses this continuity
property to deduce Stroock-Varadhan’s celebrated support theorem for diffusion
laws from the corresponding statement for the Brownian rough path.

4.4.1. A large deviation principle for the Stratonovich Brownian rough path. a)
Schilder’s theorem. Let start this section by recalling Schilder’s large deviation
principle for Brownian motion. Define for that purpose the real-valued function I on
C0
(
[0, 1],Rd

)
equal to 1

2
‖h‖2H1 =

1
2

∫ 1

0

∣∣ḣs

∣∣2 ds on H1, and ∞ elsewhere. We agree to
write I(A) for inf{I(h•

)
; h ∈ A}, for any Borel subset A of C0

(
[0, 1],Rd

)
, endowed

with the C0 topology.
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Theorem 10. Let P stand for Wiener measure on C0
(
[0, 1],Rd

)
and B stand for

the coordinate process. Given any Borel subset A of C0
(
[0, 1],Rd

)
, we have

−I
( ◦
A
)
� lim ε2 log P

(
εB• ∈ A) � −I

(A).
Proof – The traditional proof of the lower bound is a simple application of the

Cameron-Martin theorem. Indeed, if A is the ball of centre h ∈ H1 with radius
δ, and if we define the probability Q by its density

dQ

dP
= exp

(
−ε−1

∫ 1

0

hsdBs − ε−2

2
I(h)

)

with respect to P, the process B• := B• − ε−1h is a Brownian motion under Q,
and we have

P
(|εB − h| � δ

)
= P

(∣∣B∣∣ � ε−1δ
)
= EQ

[
1∣∣B∣∣�ε−1δ

exp

(
−ε−1

∫ 1

0

hsdBs − ε−2

2
I(h)

)]

� e−
ε−2

2
I(h) Q

(∣∣B∣∣ � ε−1δ
)
= e−

ε−2

2
I(h)(1− oε(1)

)
.

One classically uses three facts to prove the upper bound.
(1) The piecewise linear approximation B(n) of B introduced above obviously

satisfies the upper bound, as B(n) lives (as a random variable) in a finite
dimensional space where it defines a Gaussian random variable.

(2) The sequence εB
(n)
• provides an exponentially good approximation of εB•,

in the sense that

lim sup
ε↘0

ε2 log P
(∣∣εB(n) − εB

∣∣
∞ � δ

)
−→
m→∞

−∞.

(3) The map I enjoys the following ’continuity’ property. With Aδ := {x ; /, d(x,A) �
δ}, we have

I
(A) = lim

δ↘0
I
(Aδ

)
.

The result follows from the combination of these three facts. The first and third
points are easy to see. As for the second, just note that B(n)−B is actually made
up of 2n independent copies of a scaled Brownian bridge 2−

n+1
2 B

k

•, with each
B

k defined on the dyadic interval
[
k2−n, (k + 1)2−n

]
. As it suffices to look at

what happens in each coordinate, classical and easy estimates on the real-valued
Brownian bridge provide the result. �

b) Schilder’s theorem for Stratonovich Brownian rough path. The ex-
tension of Schilder’s theorem to the Brownian rough path requires the introduction
of the function J, defined on the set of G2

� -valued continuous paths e• =
(
e1•, e

2
•
)

by
the formula

J
(
e•
)
= I
(
e1•
)
.
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Recall the definition of the dilation δλ on T 2
� , given in (??). Given any 0 � 1

p
< 1

2
,

one can see the distribution Pε of δεBStr as a probability measure on the space of
1
p
-Hölder G2

� -valued functions, with the corresponding norm.

Theorem 11. The family Pε of probability measures on C 1
p
(
[0, 1],G2

�

)
satisfies a

large deviation principle with good rate function J.

It should be clear to the reader that it is sufficent to prove the claim for the
Brownian rough path above a 2-dimensional Brownian motion B =

(
B1, B2

)
, de-

fined on C0
(
[0, 1],R2

)
as the coordinate process. We shall prove this theorem as a

consequence of Schilder’s theorem; this would be straightforward if the second level
process B – or rather just its anti-symmetric part – were a continuous function of the
Brownian path, in uniform topology, which does not hold true of course. However,
proposition 3 on the approximation of the Brownian rough path by its ’piecewise
linear’ counterpart makes it clear that it is almost-surely equal to a limit of contin-
uous functional of the Brownian path. So it is tempting to try and use the following
general contraction principle for large deviations. (See the book [?] by Kallenberg
for an account of the basics of the theory, and a proof of this theorem.) We state
it here in our setting to avoid unnecessary generality, and define the approximated
Lévy area Am

ts as a real-valued function on the C0
(
[0, 1],R2

)
setting

Am
t :=

1

2

∫ t

0

(
B1

[ms]
m

dB2
s − dB1

s B
2
[ms]
m

)
.

It is a continuous function of B in the uniform toplogy. The maps Am converge
almost-surely uniformly to the Lévy area process A• of B. We see the process A•
as a map defined on the space C0

(
[0, 1],R2

)
, equal to Lévy’s area process on a set

of probability 1 and defined in a genuine way on H1 using Young integrals. (Note
that elements of H1 are 1

2
-Hölder continuous.)

Theorem 12. (Extended contraction principle)
If

(1) (Exponentially good approximation property)

lim sup
ε

ε2 logPε

(∥∥Am − A
∥∥
∞ > δ

) −→
m→∞

−∞,

(2) (Uniform convergence on I-level sets) for each r > 0 we have∥∥(Am − A)∣∣{I�r}
∥∥
∞ −→

m→∞
0,

then the distribution of A• under Pε satisfies a large deviation principle C0
(
[0, 1], g22

)
with good rate function inf{I(ω) ; a = A(ω)}.

Proof of theorem 11 – The proof amounts to proving points (1) and (2) in the-
orem 12. The second point is elementary if one notes that for h ∈ H1

(
[0, 1],R2

)
,
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we have ∣∣∣∣
∫ t

0

(
h [ms]

m
− hs

)
⊗ dhs

∣∣∣∣ � ‖h‖ 1
2

( 1

m

) 1
2‖h‖1

� ‖h‖2H1m− 1
2 .

As for the first point, it suffices to prove that

lim sup
ε

ε2 logP1

(
sup
t∈[0,1]

∫ t

0

(
B1

s − B1
[ms]
m

)
dB2

s � ε−2δ

)
−→
m→∞

−∞,

which we can do using elementary martingale inequalities. Indeed, denoting
by Mt the martingale defined by the above stochastic integral, with bracket∫ t

0

∣∣∣B1
s − B1

[ms]
m

∣∣∣2ds, the classical exponential inequality gives

P1

(
M∗

1 � δε−2, 〈M〉1 � ε−2m− 1
p

)
� exp

(
−δ2ε−2m

1
p

2

)
,

while we also have

P1

(
〈M〉1 � ε−2m− 1

p

)
� P1

(∥∥B1
∥∥2

1
p

m− 2
p � ε−2m− 1

p

)
So the conclusion follows from the fact that the 1

p
-Hölder norm of B1 has a

Gaussian tail. �

4.4.2. Freidlin-Wentzell large deviation theory for diffusion processes. All together,
theorem on the rough path interpretation of Stratonovich differential equations,
Lyons’ universal limit theorem and the large deviation principle satisfied by the
Brownian rough path prove the following basic result of Freidlin-Wentzell theory
of large deviation for diffusion processes. Given some C3

b vector fields V1, . . . , V� on
Rd, and h ∈ H1, denote by yh the solution to the well-defined controlled ordinary
differential equation

dyht = εVi

(
yht
) ◦ dhi

t.

Theorem 13 (Freidlin-Wentzell). Denote by Pε the distribution of the solution to
the Stratonovich differential equation

dxt = εVi(xt) ◦ dBi
t,

started from some initial condition x0. Given any 1
p
< 1

2
, one can consider Pε as a

probability measure on C 1
p
(
[0, 1],Rd

)
. Then the family Pε satisfies a large deviation

principle with good rate function

J(z•) = inf
{
I(h) ; yh• = z•

}
.
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4.5. Exercises on rough and stochastic analysis. Exercise 17 provides another
illustration of the power of Lyons universal limit theorem and the continuity of the
solution map to a rough differential equation, called the Itô map. It shows how to
obtain a groundbreaking result of Stroock and Varadhan on the support of diffusion
laws by identifying the support of the distribution of the Brownian rough path.
Exercise 18 gives an interesting example of a rough path obtained as the limit of a
2-dimensional signal made up of a Brownian path and a delayed version of it. While
the first level concentrates on a degenerate signal with identical coordinates and null
area process as a consequence, the second level converges to a non-trivial function.
Last, exercise 19 is a continuation of exercise 12 on the pairing of two rough paths.

17. Support theorem for the Brownian rough path and diffusion laws.
We show in this exercise how the continuity of the Itô map leads to a deep result of
Stroock and Varadhan on the support of diffusion laws. The reader unacquainted
with this result may have a look at the poloshed proof given in the book by Ikeda
and Watanabe [15] to see the benefits of the rough path approach.

a) Translating a rough path. Given a Lipschitz continuous path h and a p-
rough path a = 1 ⊕ a1 ⊕ a2, with 2 < p < 3, check that we define another p-rough
path setting

τh(a)ts := 1⊕ (a1ts + hts

)⊕ (a2ts +
∫ t

s

a1us ⊗ dhu +

∫ t

s

hus ⊗ da1u +

∫ t

s

hus ⊗ dhu

)
,

where the integral
∫ t

s
hus ⊗ da1u is defined as a Young integral by the integration be

parts formula ∫ t

s

hus ⊗ da1u := hts ⊗ a1ts −
∫ t

s

dhu ⊗ a1us.

b) Given any R�-valued coninuous path x•, denote as in section 4.1 by x(n) the
piecewise linear coninuous interpolationof x• on dyadic times of order n, and let
X(n) stand for its associated rough path, for 2 < p < 3. We define a map X :

C0
(
[0, 1],R�

)→ (
G2,1

�

)[0,1] setting

π1

(
X(x•)

)
:= x•, π2

(
X(x•)

)jk
t

:= lim sup
n

∫ t

0

x(n),j
u ⊗ dx(n),k

u .

So the random variable X(x•) is almost-surely equal to Stratonovich Browian rough
path under Wiener measure P.

(i) Show that one has P-almost-surely

X(x+ h) = τh
(
X(x)

)
for any Lipschitz continuous path h.

(ii) Prove that th law of the random variable τh ◦X is equivalent to the law
of X under P.
Recall that the support of a probability measure on a topological space if the smallest
closed setof full measure. We consider X, under P, as a C 1

p

(
[0, 1],G2

�

)
-valued random

variable.
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(iii) Prove that if a• is an element of the support of the law of X under P,
then τha as well.

c) (i) Use the same kind of arguments as in roposition3 to show that one can ind
an element a• in the support of the law of X under P, and some Lipschitz coninuous
paths x

(n)
• such that

∥∥τx(n)a
∥∥ tends to 0 as n → ∞.

(ii) Prove that the support of the law of BStr
•0 in C 1

p
(
[0, 1],G2

�

)
is the closure

in 1
p

Hölder topology of the set of of Lipschitz continuous paths.

d) Stroock-Varadhan support theorem. Let P stand for the distribution of
the solution to the rough differential equation in Rd

dxt = Vi(xt) ◦ dBi
t,

driven by Brownian motion and some C3
b vector fields Vi. Justify that one can see P

as a probability on C 1
p
(
[0, 1],Rd

)
. Let also write yh for the solution to the ordinary

differential equation
dyht = Vi

(
yht
)
dhi

t

driven by a Lipschitz R�-valued path h. Prove that the support of P is the closure
in C 1

p
(
[0, 1],Rd

)
of the set of all yh, for h ranging in the set of Lipschitz R�-valued

paths.

18. Delayed Brownian motion. Let (Bt)0�t�1 be a real-valued Brownian
motion. Given ε > 0, we define a 2-dimensional process setting

xt =
(
Bt−ε, Bt

)
;

its area process

Aε
ts :=

1

2

∫ t

s

(
Bu−ε,s−εdBu −BusdBu−ε

)
is well-defined for 0 � t − s < ε, as B•−ε and B• are independent on [s, t] in that
case.

1) Show that we define a rough path Xε setting

Xε
t := exp

(
xt + Aε

t

) ∈ T 2
2 .

2) Recall that d stands for the ambiant metric in T 2
2 . Prove that one can find a

positive constant a such that the nequality

E

[
exp

(
a
d
(
Xε

t,X
ε
s

)2
t− s

)]
� C < ∞

holds fo a positive constant C independent of 0 < ε � 1 and 0 � s � t � 1. As in
ection 4.1.2, it follows from Besov’s embedding theorem that, for ny 2 < p < 3, the
weak geometric Hölder p-rough path Xε hasa Gaussian tail, with

sup
0<ε�1

E

[
exp

(
a
∥∥Xε

∥∥2)] < ∞

for some positive constant a.
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3) Define 1 as the vector of R2 with coordinates 1 and 1 in the canonical basis,
and set

Yt := exp
(
Bt1− t

2
Id
)
.

Write dp for the distance on the setof Hölder p-rough paths defined in definition ??.
Prove that dp

(
Xε,Y

)
converges to 0 in Lq, for any 1 � q < ∞.

19. Joint lit of a random and a deterministic rough path. Let 2 < p <
3 and X = (X,X) be an Rd-valued Hölder p-rough path. Denote by B the Itô
Brownian rough path over R�. Given j ∈ �1, d� and k ∈ �1, ��, the integral

Z
jk
ts :=

∫ t

s

Xk
usdB

j
u

as a genuine Itô integral, and define the integral
∫ t

s
Bj

usdX
k
u by integration by part,

setting

Z
kj
ts :=

∫ t

s

Bj
usdX

k
u := Bj

tsX
k
ts −

∫ t

s

Xk
usdB

j
u.

Prove that one defines a Hölder p-rough path Z over (X,B) ∈ Rd+� defining the
(jk)-component of its second order level, as equal to Xjk if 1 � j, k � d, equal to
Bjk if d+ 1 � j, k � d+ �, and by the above fomulas otherwise.
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