Uniqueness of the ®3 measures on closed Riemannian 3-manifolds
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Abstract. We constructed in a previous work the <I>§ measures on compact boundaryless 3-
dimensional Riemannian manifolds as some invariant probability measures of some Markovian
dynamics. We prove in the present work that these dynamics have unique invariant probability
measures. This is done by using an explicit coupling by change of measure that does not require
any a priori information on the support of the law of the solution to the dynamics. The coupling
can be used to see that the semigroup generated by the dynamics satisfies a Harnack-type inequal-
ity, which entails that the semigroup has the strong Feller property.

1 — Introduction

Let M stand for an arbitrary compact boundaryless 3-dimensional Riemannian manifold. Fol-
lowing the flow of research that grew out of the recent development of the domain of singular
stochastic partial differential equations (PDEs), we constructed in our previous work [4] the ®3
measure on M as an invariant probability measure of some Markovian dynamics on the space
C~1/272(M) of (—% — ¢)-Hélder/Besov distributions on M, for an arbitrary e > 0. The dynamics
is given by Parisi & Wu’s paradigm of stochastic quantization and takes the form

Ou = (A = Du —u® + ¢, (1.1)

where ¢ stands for a spacetime white noise. When set on a discrete 3-dimensional torus this PDE
rewrites as a coupled system of stochastic differential equations whose invariant measure is unique
and has a density with respect to the massive discrete Gaussian free field measure proportional to
exp ( - %Zi ¢§1). Its continuous counterpart is ‘the’ ®3 measure; it has density exp ( — i / M (;34)
with respect to the massive Gaussian free field measure on M. However this reference measure has
support in the spaces C_l/Z_E(M), for all € > 0, and essentially no better. The fourth power of
¢ is thus almost surely ill-defined and a renormalization procedure is needed to construct such a
measure from its density. In particular this makes the unique characterization of the ®3 measure a
non-trivial question. The stochastic quantization approach to the construction of the ®3 measure
postulates that Equation is well-posed for all times and that it defines a Markovian dynamics
which has a unique invariant probability measure, defined as the ®3 measure. This approach to
the construction of the ®§ measure does not avoid the need of a renormalization process. Indeed
spacetime white noise has Holder parabolic regularity —5/2 — ¢, for all € > 0, and no better, so a
solution to Equation has at best parabolic Holder regularity —1/2 — ¢, and the quantity u?
is ill-defined. This problem is what makes Equation a singular stochastic PDE. Its proper
formulation requires a priori the use of an ad hoc setting such as regularity structures [14}, 7, [6], 8, [17],
paracontrolled calculus [I3] [} 2 B] or Duch’s renormalization group setting [9, [10]. (So far only
paracontrolled calculus has been developed in a manifold setting. A forthcoming work of Hairer
& Singh will extend the analytic core of regularity structures to that setting.) Either way one
gets (in a Euclidean setting) from the use of any of these tools a proper definition of a solution to
Equation and a local in time well-posedness result that needs to be supplemented by some
ad hoc arguments to prove the long time existence of its solution. The Markovian character of
the dynamics on C~1/ 2=¢(M) generated Equation is inherited from its discrete counterpart.
A compactness argument related to the property of ‘coming down from infinity’ satisfied by the
solutions of Equation then gives the long-time existence of the local solution and the existence
of an invariant measure for the semigroup on C'~1/2—¢ (M) generated by this equation. This was
first proved in the setting of the torus by Mourrat & Weber in [20]. The uniqueness of such an
invariant measure was proved in the 3-dimensional torus using a robust argument from dynamical
systems: If the semigroup generated by the dynamics has the strong Feller property and there
is in the state space an accessible point then the semigroup has at most one invariant probability
measure. Hairer & Mattingly proved in [I5] a general result that shows in particular that the ®3
dynamics on the 3-dimensional torus has the strong Feller property. Hairer & Schénbauer proved
in [16] a very general and deep result on the support of the law of a certain class of random
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models that gives as a by-product the existence of an accessible point for the ®3 dynamics on the
3-dimensional torus. None of these results are available in a manifold setting, and proving them in
a manifold setting in the same generality as in [I5] and [I6] appears to us as a considerable task.

We did not use regularity structure, paracontrolled calculus or renormalization group methods
in our construction of ‘a’ ®3 measure on an arbitrary boundaryless 3-dimensional Riemannian
manifold M in [4]; rather we followed Jagannath & Perkowski who noticed in [I8] that a clever
change of variable allows to rewrite the proper formulation of Equation as a PDE with random
coefficients

(at—A+1)1}:B'VU—AU3+Z2’02+Z1’U+Z0, (12)
where B € C([0,T],C~"(M,TM)),A € C([0,T],C*~"(M)) and

Z;e C([0,T),C~2(M))  (0<i<2)

are random variables built from the noise, for any 0 < 7' < oo and 7 > 0. The dynamics is
completed with the datum of an initial condition in a space of the form C~1/2=¢(M), for & > 0 small
enough. Note that no singular product is involved in Equation ; the renormalization problem
in is involved in the definition and construction of the random variables A, Zs, Z1, Zy. We
were able in [4] to construct these random fields and prove an L? coming down from infinity result
for the solutions to Equation ([1.2)) that entails the existence of an invariant probability measure
for the Markovian dynamics (|1.1)). The question of uniqueness of such an invariant probability
measure was left aside in [4]; this is the point that we address in the present work.

Theorem 1 — The semigroup on C~Y/2~5(M) generated by the dynamics (I.1) has a unique in-
variant probability measure.

The change of variable (u +— v) from to is explicit: Adding for instance a (possibly
random adapted) drift h in the dynamics of u adds an explicit h-dependent drift in the dynamics of
v. We use Equation as a convenient description of the Markovian dynamics of u to construct a
coupling by change of measure between two solutions of Equation started from two arbitrary
initial conditions in the state space. We obtain some explicit control on the probability of a
successful coupling that is independent of the pair of initial conditions. This allows us to infer the
uniqueness of an invariant probability measure for the dynamics generated by . To run this
approach we need to strengthen the LP coming down from infinity result proved in [4] into an L*>°
coming down result for the solution v to Equation . This is what Section is about. We adapt
there to our setting Moinat & Weber’ seminal approach [I9] to the coming down phenomenon. This
kind of control is actually needed not only for v but also for the solution v, of an equation similar
to Equation 7 with an additional drift that depends on a real parameter ¢. Section |4|deals with
that perturbed equation. As a matter of fact it turns out to be necessary to also have a quantitative
control on the sizes of v(t) and v(¢) in stronger norms, not just L°°; such controls are provided
in Section [3] and Section ] Equipped with the quantitative estimates proved in these sections we
construct in Section [5] a coupling by change of measure that leads to a proof of uniqueness of an
invariant measure for the semigroup generated by . As a by-product of our analysis we prove
in Section [6] a Harnack-type inequality for the semigroup that provides a short proof that this
semigroup has the strong Feller property. A reader interested only in the uniqueness result can
skip Section [2] and Section [3] look at Theorem [7] in Section [4] and read Section [5]

Our uniqueness result gives a characterization of our ®3 measure as the unique invariant prob-
ability measure of a Markovian dynamics on some distribution space over M. As this dynamics
depends only on the Riemannian structure of M, the ®1 measure appears as depending only on
the isometry class of the Riemannian manifold M.

Notation — For an initial condition ¢ of (L.1) we will denote by @' the corresponding initial
condition of (L1.2)) given by the Jagannath & Perkowski transform

6 =90) — F0) + e 2O (¢ + v,04(0)). (1.3)

with the notations of [4]. The precise definition of the different terms above plays no role here, so
we refer the interested reader to [4].
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2 — An L* coming down from infinity result

The well-posed character of Equation on the whole time interval [0,c0) was proved in
Section 2 of [4]. We also obtained therein an explicit control on the LP norm of the solution v to
Equation that is independent of its initial condition. This phenomenon is called ‘coming down
from infinity’. It was first proved for a transform of the solutions of Equation by Mourrat
& Weber in their seminal work [20] on the ®* equation on the 3-dimensional torus. It was later
extended to the Euclidean setting of R® by Moinat & Weber [19] and Gubinelli & Hofmanovd [12]
using different methods. We obtain in this section a corresponding uniform L°° control on v; this
is the content of Theorem [2| below. The LP coming down from infinity result proved in [4], for
1 < p < o0, is not sufficient for our needs here.

Throughout this section we will use the shorthand notation || - || for || - ||~ and || - ||p for
| - lzo (D), for a parabolic domain D. Set

T = {AaBaZQaZhZO}

and
1
m2175(§—5>, mglflfs(ff%)f?)s, 21)
71_1 " —1_3 " —1_5 " '
m22 5 g, mZI 5 g, mZO—i—E,
with

1 1
3 +e" = (1+€)(§ +5).
Fix T > 2; its precise value does not matter here. For A > 0 we define the parabolic domain

D, := (s*,T) x M CR x M.

For 7 € T we define [r];;| as the norm of 7 € CrCI"I(M), where [A| = 1 —¢,|B| = —¢ and
|Z;| = —1/2 — e. Set

Ay :=sup A
D
and
A_:=min A
D
and

cai=(1 +maX(A+,A:1))2.

Recall that we proved in Theorem 5 of [4] that Equation (1.2)) is well-posed globally in time. The

following statement provides an L°° coming down from infinity result; its proof follows the seminal
work [I9] of Moinat & Weber.

Theorem 2 — There exists a positive constant C' such that any solution of Equation (1.2) satisfies
for all 0 < s <1 the estimate

1 + (minp A)~1/2
s

H’U”DS < Cmax{ s <(CA[T]|T)MT)T€T}. (2.2)

2.1 Tools for the proof

We collect in this section two ingredients that will play a key role in the proof of Theorem
A Schauder type estimate and a corollary of the maximum principle. Given a € R denote by
C*(R x M) the parabolic Besov space of regularity exponent « and integrability exponents (0o, 00).
The statement of Schauder’s estimate involves a regularization procedure

()s:h €C*(Rx M) hs € C*(R x M), (a €R)

indexed by 0 < § < 1 adapted to the parabolic setting of R x M. The particular choice of
regularization is not particularly important. To fix the ideas we can proceed as follows. Denote



by p the kernel of the semigroup generated by the non-positive elliptic operator 92 — A% on the
parabolic space R x R3. Let (f(2,-)).erxa be a smooth family of diffeomorphisms between a z-
dependent neighbourhood of z € R x M and R x R%. (We can use the compactness of M, hence the
fact that it has a positive injectivity radius, to construct such a map.) We choose it in such a way
that f((t, x), ) has support in [t—1,t+1]x M and f((t17 x1), (to, 332)) = f((O, x1), (s—ta—t—1, xg))
Set

905(27 Z/) = DPs (Oa f(zv Zl)) .
There is a positive constant ¢ such that ¢s(z, -) has support in a (cd)-neighbourhood of z, uniformly
in z € R x M. This regularization map has the property that

[Allce = sup 0~%||hs|
0<6<1

for any a < 0. For 0 < a < 1 and a domain D C R x M we define the Holder seminorm
h(z) — h(%'
hlap = sup |h(2) /(a )|
2#£2'€D |Z —Zz |
and for 1 < a < 2 we set

Mapi= sup sup |h(z’) —h(z) —d(#,2) dh(z)(9)|.
’ 21#2ED 0T, M d(2', z)~
We write [h]q for [h]a.rxas- For a function h € C#(R x M) with 0 < 8 < 1 we have
Ihs = hllze~ < 6°[Rls,
for an implicit multiplicative constant independent of h. The following notation is used in the

statement and proof of Theorem [3} For 0 < v < 1 and for any continuous function W on D? and
subset £ of Ds we set for p > 0
W', 2)]
HWH(’Y;P)"S = sup ! v )
2 #£z€E, |z —z|<p |Z Z|

this is a kind of p-local v-Hoélder norm of W on the set £. Theorem |3 below provides a strong
control on a function w in terms of a control on Lw and a ‘weak’ control of w itself. It is a simplified
version of a subtler and finer estimate proved by Moinat & Weber in [19], Lemma 2.11 therein.
(The latter was itself a generalization of Proposition 2 of Otto, Sauer, Smith & Weber’s work [21].)

Theorem 3 — Let a reqularity exponent k € (1,2) and a constant §g > 0 be given. There is a
constant ¢y > 0 with the following property. If for all 0 < 40 < X\ < Ao one has

37 (Lw)s llp.ssos < Cx (2.3)
for some function w on Dy then one has
sup N*[wlup, . < 1 sup XCx + ullp, ). (2.4)
0<A< Ao A<Xo

Moreover one can associate to any 0 < § < dg a constant ps > 0 such that for 0 < p < ps one has
_ 1
ldwllp, ., S P wlkp.ss + 5 lwll0;p). D5 (2.5)

and

1
[dw]i-1,D.p5 S W]k Dors + K lwllo;p).Durs- (2.6)

Sketch of proof — We only give a sketch of proof of this statement; the details will be given
elsewhere. The assumption on (Lw)s gives an estimate of the size of Lw seen as an element of
C*72(Ds4y). Duhamel’s formula gives for 0 < s <t

w(t) = e(t_s)(A_l)(w(s)) + /t e(t_r)(A_l)(Ew)(r) dr.

Write (Ff)(t) := e(»~1 f for the free propagation operator. It is classic that
[Fw(s)loep, ) S A" lw(s)llz

s+a)



Now let |J;c; Us be a finite cover of M by chart domains and let (x;)icr be an associated partition
of unity. Let x;” € C°(U;) be equal to 1 on supp(y;) for all i € I. Writing the operator

tr)(A 1)f Zx—i- (t—r)(A— 1)Xf+z 1_ (t r)(A— 1)(Xf)

i€l i€l
=Y AT+ DB
i€l i€l
the second sum involves operators that are supported off-diagonal and are smoothing, uniformly
in t —r > 0. They satisfy for each i € I an estimate of the form

| / "B (Lo)(r) dr

The kernels K;(t — r) of the operators ATT have support near the the diagonal of M x M, and in
a chart where a generic point = has coordinates T near 0 € R3 one has

(D) S lvllpeep,)-

Kilt = r,y) = (@) (¢ =) 2K (1=, jtiy)

for some function K; in the heat calculus, as described e.g. in Grieser’s lecture notes [II] —
Definition 2.1 therein; the function Kj; is, in particular, a smooth function of the square root of its
first argument on the semiclosed interval [0, 00). We now decompose the functions K; into their
‘restrictions’ to parabolic annuli using the dyadic decomposition

a_1(5,2z) + Z a(2%3,27z)
Jj=0
of a function in C2°([0, 00) x R?) equal to 1 in a neighbourhood of 0 € [0, c0) x R?, with the support
of a(s1, 21) included in a parabolic annulus
0<cg < |81‘ + |Zl|2 < ¢y < 00.
We have an associated decomposition for
’C’L(t -r, y) = X:_(x)XZ(y)a—l(t - Taj - g)Kl(t -rx, y)

S 1 T—Y _
a(2%(t — 1), 2 (z - 7Kl(t— 7)
+]>z(:)X'L ( 7") (fL‘ y)) (t_r)g/g r \/m y
— xj(x)xi(y)afl(t—nf—y)lcz-(t—r,:uy)+ZK§(t—r,f—y,@;f)
j=0
with
ZK;'_( 3 +Z)Kg e
7>0 0<5<n j>n

for any n > 0. Denote by Op(K <”) Op(K;™) the integral operators on spacetime associated with
the kernels Ki ", K" of the variables ((t,Z), (s,7)). In those terms, one has for each n > 0

~ > " Op(K:")(Lv) + Op(K;™)(Lv),

icl

up to the regularizing operators associated with a_;. For an integer ny such that 2"* ~ \/2 one
can decompose

(L7 (Lw) p. = (OP(EFE™)(Lw)) 4 (Op(K7™)(Lw)) p
= (Op(EF™)(Lw)) p + Op(K; ™) ((Lw)p

using the fact that the kernel Ki> " has support in a parabolic ball of radius approximately equal
to A/2. The corresponding operator from C"~?(D, 5 /2) into C*(Ds4) has norm O(1) uniformly in
A, so the correspondmg term in (2.7) has size in C¥(Dy ) of order C) 5 from the assumption (2.3).
The operator Op(K="") is regularlzlng and its norm as an operator from L>°(D;) into C*(Ds4») is
of order A~*. Collecting the above four contributions to the estimate on the size of w € C"*(Ds4»)

(2.7)
S+)‘/2) ‘D5+A



gives for 0 < A <1
[wlles (D) S A W)l + |w| LoD,y + AT Wl Lo,y + Crj2
S Al L (p,) + Ch e

The estimate (2.4) follows as a consequence. The proofs of the estimates (2.5) and (2.6) on the
uniform and (k — 1)-Ho6lder norms of dv are left to the reader. >

In addition to Theorem [3| we will also use in the proof of Theorem [2] the following statement
which provides the form of the bound (2.2]).

Lemma 4 — Let f, g, h be continuous functions on [0,1]x M with ming =: g_ > 0. Any continuous
function w on [0,1] x M such that

Oy —A+f-Vw=—guw’+h (2.8)
on (0,1) x M satisfies for all 0 <t <1 the estimate

1 1
lwllie,1xar < max ((g— )72, ([[k]l/9-)%)-
Indeed one can check that the functions
_1 1
£((2g-07F + (Il/9-)%)

are supersolution (+) and subsolution (-) of Equation (2.8), so the conclusion comes from the
comparison/maximum principle. The strong damping effect of the superlinear term —Av® in
Equation will only be used in the proof of Theoremby appealing to Lemmaon a regularized
version of Equation .

2.2  Proof of Theorem

The main step of the proof of Theorem [2| consists in showing that if one has

[v]lp, =32
and c y
Zi—1]_1/9_c < — 21
[Z1 ] 1/2—e S A ||U|DS
and c ;
1/m-
i < = ol (2.9)

for all 7 € {A7 B, Zs, ZO}7 for a well-chosen fixed positive constant ¢ independent of v, then

2(infp )¢ o,
o, < max { 2024 1]

(2.10)

for all s; with s +s1 <1/2 and s; > 1/||v||p,. The proof of this inequality is the content of item
(a) below. We explain in item (b) how the statement of Theorem [2| follows from that fact.

(a) The main step: Proof of (2.10). The proof of (2.10]) proceeds in three steps.

1. We prove that ||v||p, controls the (3/2 —¢) and (1/2 + ¢) seminorms of v on the smaller
parabolic domains Dsy . (The Schauder estimate from Theoremis used for that purpose.)

2. We apply Lemma [4f to a regularized version of Equation to get with the result of Step
1 a uniform bound on v on domains of the form D,;s,. Both s; and the regularization
parameter are free in that step.

3. We tune the regularization parameter to optimize the bound from Step 2.

We use below the shorthand notation £ for the differential operator 9; — A + 1. The constant ¢ in
(2.9) will be chosen later, just before (2.23)), and we write

Cyp 1= —.
A ca

Step 1. We first derive from Equation (1.2) and the Schauder estimate from Theorem@ some

A-dependent bound on the (3/2 — e)-Holder norm of v on Dsiy in terms of its uniform norm on



the larger domain Ds. (The bound explodes as A goes to 0.) We start from the regularized version
(Lv)s = =(Av°)5 + (B - V)5 + (Zov?)5 + (Z10)5 + (Zo)s- (2.11)

of Equation Note that the conclusion of Theorem [3| makes it possible to use the (3/2 — ¢)-
Holder seminorm of v in our estimates of the right-hand side of (2.11) provided it comes with a
small factor that can eventually be absorbed in the left-hand side of (2.4). For the Zy and A terms

in (2.11)) we simply bound
ol
||<Z0)5‘ Dstr—s <c SmZO

1(Av)sllp.r s < Veallvlp,,  since [|Allp < v/ea.
For the Zs and Z; terms in (2.11]) one gets from the assumption (2.9) for § < \/4

_1_ 2+1/ _ 1/mz,+1
1(Z20®)sllDsr s < a0 2 5ol ™72 + 2606 [V](1j2—c:0) Do e 0]l 2T

_1_ 1+1/m
1(Z10)s 1D, s < a0 2wl ™ + a0 2 0] (1722 16),Dusn 10

It turns out to be useful to introduce the commutator Bs - Vv — (B - Vv)s to estimate (B - Vv)s
itself as we get from Lemma [f] the bound

(B - Vv)sllp,s_s < HB5 Vv —(B- vv)szDerxf& +1Bs - Vollp, sy
S8PEB[Vuly p,,,,, +0 B[ Voo

Write V(2/, z) for v(2") — v(z) and note that for all A sufficiently small
IVollp

[

s+A/2°

Dstajz ~ )‘2 v ]3/275,735“/2 + )‘_1HV||(0;>\),D5+A/2’ (2.12)

_3
[vv}1/2—67'Ds+>\/2 S [U]B/Q—E»DerA/z +A 2+€”VH(0§>\)7'D3+A/2'
Combining these estimates all together yields the bound

S (Lv)s|p S O

s+A—=8 ~v

where
_ +e 1/mB ;-1 1+1/mp
Cx = A2t /eq old, + cuMlvllp ™ []sjo—ep, sy 0 + CaA "2 0]

241/ 1 1/ +1
+ calvllp, e +CA)‘2 “l1/2-e:6),Duprse IVl mzz

1/mZO

1/mz1 +

14+1/m 1_
+cullvllp, T+ AT Wl (1/2-e58),D, 40 0D allvlip,
Note that A/2 is involved in C) rather than X itself. The Schauder estimate from Proposition
gives us

3 _ 3_
sup A Fluly Lp . < sup A Flulyaoim,, S sup ASC+ ol (213)
)\SATO A<)Ao A<)Ao

where the same domains are involved in the supremum on both sides. Even though \3/27¢C\y
depends on the 3/2 — ¢ seminorm of v on Dy, /5 it comes with a factor that will eventually be
small for the choice of \g made below. The constant A\3/27¢Cy still depends on some 1/2 — ¢
seminorm of v on Dy /2. To eventually have a bound on the supremum in the right hand side of

([2-13) that only involves |[v||p, we use the estimates and (2.6)

IVollp,,, S A2 5 ]3/2—5,735“ + A7V ] 0:3), Do (2.14)
_ 1 :
[U]I/Q*E,Dﬁ/\ < Al E[U]3/2*€,Ds+x + )‘2+6va| Dsqx
to see that )
[U]I/Q*E’Dwx 5 )‘1_6[”]3/2*559.&/\ + )‘_§+6||U| Doy

Overall we have a [v]3/2_. p_,, term in an upper bound for A\3/2=¢Cy that comes with a factor
X ol

The choice
Ao < ||U||7_31



ensures that this term can be absorbed in the left hand side of (2.13]) and we get

3_
sup A2 “[vlzocp, S VD, (2.15)
A<Ao/2
(We used here the inequality ¢” > ¢.) Then it follows from (2.14)) that
sup A2 o]y .o, S v]p,- (2.16)

A<Ao/2
A similar estimate holds for supy<,, /2 )\%“[v]%ﬁ’psﬂ; we will use it below in Step 2.

We now state an elementary result that will be useful in the next step. For z € R x M we denote
by B(z,d) C R x M the parabolic ball of center z and radius §.
Lemma 5 — Pick o < 0 and B € (0,1) such that o« + 8 > 0. Let f € C*(B(z,0)) and g €
CP(B(z,6)). Then we have

[((£9)s = £59) (2)| S 6°TP[fla,B(20) [9]8.B(2.5)- (2.17)
Moreover if f € L>®(B(z,9)) we have
|(f9)s(2) = (f59)(2)] S 6°I| flloo [9)5,B(.6)- (2.18)

Step 2. We regularize Equation (1.2)) and apply the mazimum principle of Lemma |4 to its
solution. The regularized version of Equation (|1.2) takes the form

(0 — A+ Bs - V)vs = —Av3 + [L, (")s](v) + (Bs - Vs — (B - Vv)s) + (Avg — (Av*)s)
+ (Z2U2)5 + ((Z1 - 1)1))6 +(Zo)s-
=: fAvg + hs.

(The —1 in the linear term in v come from the fact that £ = 9y — A + 1 while Lemma [4] involves
the operator 9, — A.) For all s; > 0 such that s + 1 < %, the pointwise estimate from Lemma
gives here for ||vs] the upper bound

Dsts,q
max{(mfA)*% 2 (inf A) L (sl )2 (inf A) ™% || Av? — (Av®)s|2
Do S1 "Y' Dy A Dotsy/2’ N\ Dy g 4 Dotsy /2’

1 1 . 1 1

(inf ) B5 - Vos = (B-Volslly, o (inf 4) P 1(Zee?sllh e (2.19)
_1 1 . _1 1

(inf 4) 2 Z0)slp, ., 0 (infA) 1 (Zodall5.,,.

and one gets a bound on v writing for 0 < § < s;
1_ 1) %75
[lp.c, < Nl + 62z 0y S lslloss, +(57) 7 Ilos (220)

as a consequence of (2.18]) for the first inequality and (2.16]) for the second inequality. Let us
introduce a positive parameter k > 4 that will be chosen below. Leaving aside the exponent 1/3,
the different terms in the above maximum can be bounded as follows for 0 < § < s1/k

1, sl @I, , Sl
|43 = (4)s]l,,., ., S (0314l 2.0, + K54 Allp, ) 0]

1 _
)5HDS+51/2 S [B]-cllvllp, k 2+2€31 e

Ds>

b, (2.21)
||B§ . V’U(; — (B - Vv

and

1(Z20®)s D, o S [Z2)—1j2—c 0l 07275,

1(Z10)slp.yy o S 0751 Z0) 1 jpc 0], (2.22)
1(Z0)sllp..y 2 S 672 F[Z0)-1/2-c.

Indeed for the A term one has

(A03)(2) = (40%)s(2) = [ st Yol (AG2) = 4GB + A (e3) — ()

(
(




Denote by wa(+, D) the modulus of continuity of A on a domain D. Above, the term with the
increment, of A gives a contribution bounded above by wa(8, Dy, ja)l[v]|3,, . As 0 < § < s1/k one
has for z € Dy, /2 and 2’ € Dy, /4

|03(2) = v?*(2)| £ 6" o1 j2-cm,,, ullolD,

and we get from the fact that A is (better than) 1/2-Holder and the bound (2.16]) the estimate

1

(A)() — ()5 S (31l pz, + () b, ) Iol,

The condition 0 < § < s1/k gives the A estimate from (2.21)).
For the B term write

Bs - Vus — (B . VU)5 = (B5 -Vou — (B . V’U)g) + Bgs - V(v - 1)5).
We use Lemma [5] to estimate the term in the big parenthesis on the right hand side. This gives
HB5 Vs — (B HD +s1/2 ~ <05 ¥(B [Bl-elv]s/o—c D,y 00
and using the estimate (2.15)) we get
d\z-2% _ _lio. _
185 Fos = (B- V)l 1, 0 S 1Bl-clvllp, ()7 5745 S [B]-cfollp, k3 +2es 1,
We also use Lemma [5| to deal with the Z5 term and write
(Z2v%)s5 = (Z2)sv° + O(5E[Z2}[712]1/2+25,D5+51/4)

= 067275 2]llvlB,) + O(°[Za] [vllp. [v]1/2+2,D.., 4

and using the variation of (2.16) we obtain the estimate on the Zs term in (2.22)) since 6 < sy.
Similarly one has

(Z1v)s = (Z1)sv + O(0°[Z1][v)2e D, 1a)

067> [Z]llvllp.) + O(6°[Z]lvlip. [v]2e p, .., )
0572 (Z]Ivllp,) + O(F[Z]llvllp. 57 *ello,) = 05~ *[Z1][[v]|o,)-

Step 3. Choice of scales )\ and 6. We choose
s1> X =l d=alvlp
for a positive constant ¢; > 1 to be chosen below, so

k=ci|ollp,
makes the job. One then has
S lln,

£, )@, .S
[|Avi — (Av®)s]

3—e(2-9)

)

<o ?
Ds+51/2 ~

2— 5( —2e)—3e
cllvllp,

I|Bs - Vs — (B - Vv)s| < ¢?[B]-

b

Doysysz ™~
and

2+(1+ )(3+e)
1(Z26®)sl1D,, 0 S €1 F [ Za)oajoeoll T EH),

||(Z1U) ||1+(1+E)(§+6)

_1_
51Dy e S €17 [Zi)ajocllv ,

1(Z)slIDusy e S €1 [Zo]-1/2-cllvllp
We then choose ¢; so that the estimate on [£, (-)s](v) reads

1L, sl <272 ol
sts1/2

and then one chooses ¢ in ([2.9) so that the A, B, Z; terms above are all smaller than 273 (infp A)v]|3, .
The choice of exponents m., in (2.1)) was done precisely for that purpose. The estimates (2.20]) and

1+8)( +5)
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(2.19) together give

o) 1y )

Jol.., < max{ vl

S1

(b) Proof of Theorem | from (2.23]). We now use an argument due to Moinat & Weber [19] to
derive the L™ bound (2.2)) from the estimate ([2.23]). We proceed differently depending on whether
minp, A <1 or minp, A > 1. For minp, A <1 we have for

U= (r%iSnA)%v.

the estimate

. 2 1.
.. < max{ 5.5 i, | (2:24)
We set 51 :=4 \\6||51 and define the times s = sg < s+ s <... < s+ sy = 3 from the relation
Spy1 — Sp =4 ||5||51+Sn. (2.25)

The sequence terminates once s + s,4+1 > 1/2, in which case we set s,+1 = sy = 1/2, or once
the assumption ([2.9) fails for Dy, . ,. Since 4H’17||51+Sn is increasing in n the sequence terminates
after finitely many steps and we have

~ 1.
[Wlp.s., < 5llolp.s., ;- (2.26)

It follows from ([2.25) and (2.26) that for 1 <n < N —1

s+sn S 0oL, - (2.27)

Therefore the bound in Theorem [2| holds at the time s + s,,, for n < N — 1. For the last domain
D, if the assumption (2.9) fails for D, , then we get the bound immediately. Otherwise we have
either s+sy_1 > 1/4 or sy —sy—_1 > 1/4. In the first case, we use the estimate (2.27)) for s+sy_1

1 ~—1
s+ sy = 3 <2(s+sy-1) < ||7] Detan .- (2.28)
In the second case, by (2.25)), we have
1 i
s+sy = 3 <2(sy —sy_1)=4 ||v||D1+SN_1. (2.29)

Finally, for any time r € (s + Sp, 5 + Spy1) with 0 < n < N — 2, using (2.25)) and (2.27) we infer
that

r< S+ Spt1 =84 Sn+ (Snt1 — 5n) < |7

and for t € (s + sy—1,5 + sn), (2.28)) and (2.29)) imply that

r<stsn SIElBY, . < IFlp

o Sl

This gives the desired estimate
2 (minp A)~2

S
o)

In the case where minp, A > 1 we infer from (2.23]) that
We get the estimate ||v||p, < 2/s by repeating the preceding argument.

[ollp, <

21
[vllp..., < max{Sl7 5ol

3 — Controlling stronger norms of v

We quantify part of Step 1 in the proof of Theorem [2| to get the following result. It requires
that 0 < e < 1/4. The variant of this statement proved in Section [4| will play a key role in our
proof of the uniqueness of the ®3 measure in Section
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Theorem 6 — There are two functions Cy and Cjy of the natural sizes of A, B, Zy, Z that do not
depend on Zy such that setting

__2
Xo = Cy A (1 Z2llllv]lp,)
one has

3
[V]3/2-2D.1 5, S Co(1V [IvllD,)" + 1| Zoll-

The precise formulas for Cy and C’é are given in the proof of Theorem |§| and have no importance

in this work.

Proof — The proof of this statement is essentially a variation on the content of Step 1 in the proof
of Theorem [2 We repeat it here for the reader’s convenience. We start with the equation

(Lv)s = —(Av®)5 + (B - V)5 + (Z2v%)s + (Z10)5 + (Z0)s. (3.1)
Note that the conclusion of Proposition [3| makes it possible to use the (3/2 — ¢)-Hélder seminorm
of v in our estimates of the right-hand side of (3.1]) provided it comes with a small factor that can
eventually be absorbed in the left-hand side of (2.4). We work with 0 < § < A\/4. For the Z, and

a terms in (3.1) we have
_1_
1(Z0)sl[Dssr—s < 67277 Z0ll
1(Av®)s] < [|Allllv]
For the Zs and Z; terms in (3.1]) one gets

3
’Ds+k—<§ DS‘

_1_ —

1(Z20*)sllD.ns < 07275 22l 0llB, + 26711 22l [V /22 ),D. 5 0 V]I
—1_

1(Z10)sllDns < 672N Z1 )l [J0]

It turns out to be useful to introduce the commutator Bs - Vv — (B - Vv)s to estimate (B - V)
itself as we get from Lemma [5| the bound

(B - VV)sllpir s < || Bs - Vv~ (B- Vv

D, T 6_25”21 H [U](1/276 19),Dsynyz”

s+A—06

)5”@5“75 +[|Bs - Vu|p

S 05 BI Vel j2em,p 0 + 0BV
Write V(z, 2") for v(z) — v(2’) and note that for all A sufficiently small

Ss+A/2 Dstrs2-

1_ _
HV’UHDs-M/z S A 8[0]3/2—&Ds+x/2 +A 1HV||(O§)‘)7D5+>\/27 (3 2)

_3
[vvh/?—epﬁx/z S [0]3/2_67D3+A/2 + A 2+€”VH(0§/\)aDs+A/2'

Combining these estimates all together and ||V

_3
7 [(Lv)slp.yaos S On

[(0:3),D 12,2 < 2[|0]lp, vields the bound

with
O = A2 Aol + 1B [v]s/2-2.p. 0 + A2 1B 0],
+ (| Z2l|—1j2—cllvl1B, + )‘%_E||Z2||—1/2—s[v](1/2—6;5),173“/2”v|
+1Zu ]l vllp, + A2 EZ1]| W) (1j2—c )0, 45, [0 ]lD. + [ Z0]]-

Note that A/2 is involved in C) rather than A itself. The Schauder estimate from Proposition
gives us

Ds

3_ 3 _ 3 _
sup A3 [ulss ep,,, < sup Al ep, S sup MG+ ellp,  (33)

~

Even though the C) depend on the (3/2 — ¢) seminorm of v on D,y it comes with a small
multiplicative factor if one chooses

1 1
Ao = (4maX{||BH1*E s 1 Zu|1772=22 5 (||

Zz||>3/2+25})7

The term of C) that involves the (3/2 — €) seminorm of v can then be absorbed in the left-hand
side of (3.3)). Still the constant C depends on some (1/2 — ¢) seminorm of v. To eventually have

Ds
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a bound on C) that only involves ||v||p, we use the elementary estimate

_ 1
[v}(1/2—a;5)7Ds+A/2 < [v]1/2_51D5+>\/2 < Al E[v]3/2_57Ds+>\/2 + )‘2+€”vv”Ds+A/2
and the gradient bound (3.2)) on v in uniform norm to see that
_ _1
[v}(l/Q—E;é),Dwx/z S A E[U]B/Q—E»Dwx/z + A 2+€||UHD5+A/2'
One therefore has
o o 3_
NN Zil ] 1j2-e:6),D000 e SN2 (X707 [0]3 /200,40 + A2 0]|D,)

for 1 <14 < 2, so our choice of \g ensures that this term can also be absorbed in the left-hand side
of (3.3). We get in the end the bound

3_
sup A2 [v]s_.p, < sup O + [[v]lp,
A<Ao/2 ASAo

where
- 3 3_
CL = X[ Al olp, + N ElIB vllo, + AT~ Z2] o], + A2 Z1]l [lvlo,
3 3_ 3_
+ AT Zofl [[olB, + A2 TE 1 Zu vl + X251 Zo]l-
This is an increasing function of A and writing
3
-3+
s ey, S A0 (O + 0]lo,)

gives the conclusion. >

4 — Variation on a theme

We will use in our proof of the uniqueness of an invariant measure of a perturbed version of
this dynamics that contains an additional drift with a particular form. This section is dedicated to
proving for the solution of this perturbed dynamics some explicit control on its L> and stronger
norm similar to Theorem [2] and Theorem [} We use the convention that 1;<.«, = 0 if 7 = 1.
Below, the space (g, 1+ 2¢]) was introduced in [4] for a particular value of ag that does not matter
here. The norm on this space quantifies the explosion of a function of time ¢t > 0 as ¢ goes to 0; its
precise definition here does not really matter. For 0 < T' < 7 the restriction to [T, 7) of an element
of the space C([0,7), C~/27¢(M)) N (ao, 1 + 2¢) is an element of C ([T, 7], C'T2¢(M)).

Theorem 7 — Pick a constant { € R and an initial condition ¢y, € C~1/2=¢(M). The equation
v(t) —ve(?)
[o(t) — ve()]]>

exp (3?(15)) =: Fy(t,vp), 0<t <),

Orvg = (A — 1)vg — Av} + BV + Zov} + Zyvg + Zo + €11 <1<

v(t) — ve(t)
[o(t) = ve(t)| 2

exp (3Y(t))

=: F(vg) +{11c1er
(4.1)
where
T =70, $1, P2) := inf {s >1;ve(s) = U(s)} A2,
has a unique solution in C([0,7),C~1/27¢(M))N(co, 1+2¢). Furthermore, it satisfies the estimates

[ve(s) || < ea(E) (1+€3) (4.2)

and

~

[ve(s)[[cr+2e < €a(€) (14 £) (4.3)
2

)
for all1 < s <, for some explicit functions c1(§),c (2) offA whose precise values play no role in
what follows.

~

Proof — Local in time well-posedness beyond time 1. There is no loss of generality in assuming
that v(1,¢]) # ve(1,¢5). Denote by Cy, 1,4, ([1,T],C*T25(M)) the set of continuous functions
from the interval [1,7T] into C'*2¢(M) with value ve(1, ¢%) at time 1. Pick a positive constant

m < |lu(l, ¢}) — ve(1,65)| 1. A1
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(think of it as being small) and set

Vartrap (m,T) 1= {w € Cuy,5) (ILT),CTF2(M)) 5 min [o(t) = w(t) |22 > m}.

This is an open subset of Cy,(1,41)([1,T], C**2¢(M)) with closure V,,(1,4,)(m, T) included in

{w € Coyran ([LT], C2(M)) s min_ [Jo(t) — w(t)] 2 > m}

1<t<T
Lemma 8 — There exists a positive time T(¢,m) such that the map & defined as
t—1
F(w)(t) == e(t—1)(A_1)(W<1’¢/2)) +/ e(t—l—S)(A—l)(Fe(l + 57w))d8
0

is a contraction ofvw(w,/z) (m, T(, m)) into itself. One can choose T'(£,m) as a decreasing function
of m.

Proof — Indeed, for w € V,,(1,41)(C, T) one has Fy(w) € C([1,T],C~/27¢(M)) with

Fy(wr) — Fo(wz) = (A — 1) (w1 — wy) — A(w} — w3) + BV (w1 — wa) + Zo(wi — w3) + Zi (w1 — wo)

+€< v — wq v — Wa )

v —willpz v —wollre

and
[Ee(wr) = Fe(wa)|| o2 S 1A 2([wil[Foe + wal[Zoe ) lwr = wallee + [Jwr — wa|crse

+ (lwillze + lwallze + 1) lwy — walloa/z+e
+m ™2 (|lvllpee + llwillze + fJwzllzoe ) wr — wal| .

(We estimated the ¢-term in L by bounding the operator norm of the map || f|| 2 f from L* into
itself. We left the constants on the right hand side to make the verification easier.) The small-time
estimate

-1 1_
H (8t - (A - 1)) (f)HCTCH?e 5 T> 3s”JcHCTC*l/?*ﬁ
then entails the statement of the lemma. >

Two solutions corresponding to mo < my satisty T'(¢,mg) > T'(¢,m4) and coincide on the interval
[0,T(¢,m1)] from uniqueness. We prove the non-explosion of the solution to Equation before
the coupling time with the path (u(t));>0 by showing that any solution to on a time interval
(0,T) satisfies the size estimates and . By repeated use of the local in time result of
Lemma 8] these estimates allow to define the maximal existence time 7(¢,m) > T'(¢, m) before
llve(t) — v(t)|| L2 = m, with 7(¢,ma) > 7(¢,my) if ma < my. The coupling time 7 is defined as

T=7) = 7171151(1) (¢, m).

We assume in the next paragraph that v, is a solution to (4.1)) on a time interval (0,7], so
lo(t) — ve(t)|| L2 = m for some m > 0 below.

Quantitative estimates (4.2) and (4.3). The proof of these statements is similar to the proofs of
Theorem [2| and Theorem [l but one has to deal with the fact that the drift

o(t) = vilt)
Go(ve)(t) := € —————"— exp (3Y(t)
o) =) 70
does not have good controls in C~1/2=¢(M) for all times. Rather it has good controls when seen

as an element of L?(M). We only point out the modifications of the proof of Theorem [2{ needed
to provide a proof of (4.2)) and (4.3). We go linearly along the proof of the former.

In Step 1, looking at the drift as a continuous function of time with values in a fixed ball of L?(M)
of radius proportional to ¢, one gets an additional term

1(Ge(vo)) Sedie

Doyr—s ¢
The worst exponent in Step 1 in Section [2| was —1/2 — e. This difference between the worst
exponents in the two situations explains why the reasoning of Step 1 cannot give control of the
3/2 — & seminorm of v, as the quantity 6'/2%¢||(Lv)s||p is not bounded anymore. It gives

s+A—4
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however a control of the 1 + 2¢ seminorm of v, in terms of ||v¢||p, + ¢, following verbatim what
was done in Section

The contribution of the drift Gy(v,) in Step 2 is the same as in Step 1 and one needs in addition
to replace here the use of the (3/2 — ¢) seminorm of v made in Section in the estimate of the
B term by the use of the (1 + 2¢) seminorm of vy. Step 3 works similarly as in Section and
provides the estimate

||W||DS+S1 < max

{2 (infp A)~3

1 1
: 03
. '3 lvellp, + } ,

so we have

2 (infp A)=2 3
[vellp.y., < max{<77)7 i |U€|DS}
S1 4

as long as ||vg||p, > 4¢3. Proceeding as in part (b) of the proof of Theorem With the contraction
coefficient 1/2 replaced by 3/4 one gets

1 . .
oo, S max {2 (Calrli)™ ) e 464},

from which (4.2]) follows. We repeat the proof of Theorem@to obtain (4.3), adding the contribution
of the drift and replacing the (3/2 — ¢) seminorm by the (1 + 2¢) seminorm. >

5 — Uniqueness of the invariant measure

We proved in Proposition 21 of [4] that the dynamics on C~'/275(M) generated by is
Markovian; we prove in this section that it has at most one invariant probability measure. We
work for that purpose with Jagannath & Perkowski’s formulation of and use a coupling
argument to prove the uniqueness. Given two points ¢, ¢, € C~1/27¢(M), an elementary coupling
of two solutions to started from ¢ and ¢} would consist in constructing on some probability
space a pair of spacetime white noises such that the solutions to Equation built from each
of these noises take the same value at some fixed positive finite time 7T outside of an event of
arbitrarily small probability independent of ¢/, ¢5. The corresponding solutions of Equation
would also coincide at that time. One could then take some random initial conditions with law
two invariant probability measures p1, s for the dynamics generated by and write for any
continuous function f on C~1/27¢(M)

p(f) = E[f(u(T;lh))] = E[f(U(T; M2))] = p2(f),

with u(-; p;) denoting the solution to with random initial condition with law u;. We are not
able to produce such a strong coupling here; rather, given the trajectory u(-; u1), we can add to the
dynamics of u(-; ug) a drift that forces the latter to meet the former by a fixed time 7' with high
probability. With the dynamics of u(-; p2) changed the measure us is not invariant anymore for
this new dynamics and the above simple argument for uniqueness does not apply per se. However,
for a particular drift there is an equivalent probability measure on our probability space for which
the new dynamics has the same law as the original dynamics with random initial condition with
law po. A variation on the above pattern of proof then gives the equality of p; and ps.

Denote by (€2, F,P) the probability space on which all our random variables have been implicitly
defined so far. We write £p(X) for the law under P of a random variable X and use a similar
notation Z5(X) for any other probability measure Q on (£, F). We write Ep and Eq for the
corresponding expectation operators. We use a coupling by a change of measure argument to
prove that the semigroup (P;)¢>o on C~/27¢(M) generated by has at most one invariant
probability measure.

Theorem 9 — The semigroup (Pi)i>0 has at most one invariant probability measure.

Proof — We proceed in two steps and first construct a coupling by a change of measure between
two trajectories of the Jagannath & Perkowski version of the ®34 dynamics started from different
points. As a preliminary remark note that shifting the noise £ by a (possibly random) element h



15

of its Cameron-Martin space with support in time in the interval [1,2] is equivalent to adding a
drift hexp (3°‘f)) to the dynamics of v. Indeed, let ¢ and ¢’ be related by the relation

¢ = exp (3DY°(O))( )+ qu ) Vref (0

One sees that if v? solves an equation of the form

(O — A)vf =B VU:,L - Ar(v:})g + ZQ,T(UfF + Zlﬂ’vf + Zo,y + (eTAh) egq{)r7 Uf(O) =¢,
then
ul =1, — O‘Tpr + 6_3OYO“ (0 4 Vret ), (5.1)
solves the equation
(0 = M)y = —(u))® + 3(ar — b + 2 (E+h), un(0) = ¢.

The convergence of v” to the solution v" of the equation

(0 — Ayl = B- Vol — A(W")? + Zo(v")? + Z0" + Zy + heSOYO, v"(0) = ¢/,
ensures the convergence of u” to a limit.

Step 1 — The coupling. Pick ¢1, ¢o € 0_1/2_5(M) with corresponding ¢/, ¢5. We adopt as above
the notation v = v(-, @) for the solution of the Jagannath-Perkowski equation with initial condi-
tion ¢}, with u = u(-, ¢1) the corresponding function given by the inverse Jagannath-Perkowski
transform. Recall Theorem [7] provides some quantitative estimates on the solutions of the equation

t) — ve(t
8,51;@ = (A — 1)’(}@ — A’U? + B- V’U@ + ZQ’U? + Z1’Ug + ZQ + J4 11<t<7’ M exp (3OYO(t))

i Flog) 4 0Licrer M exp (3¥(0) = Fult,v),  (0<t<7),

where
T =7, ¢1,¢2) :=1inf {s > 1; vy(s) (s)} n2.

The random time 7 is called the coupling time — we take as a conventlon inf ) = +oo. A successful
coupling corresponds to the event {7 < 2}, in which case we let vy(t) = v(t) for t > 7. We have

1,2 Uf(2a ¢,2) =1rc 0(27 (b/l)
and
1T<2 u€(2’ ¢2) = 17’<2 u(2v d)l)v
with u, corresponding to v, via the inverse Jagannath-Perkowski transform .

Lemma 10 — Tuke £ > 1. There is an absolute constant g > 0 such that for all 0 < & < g9 and
for 1 <t <7 one has

(F(v) = Fy(t,0"),0 =), S —(l—og (¢ Nlv =] 22 (5.2)
for all v,v" € CYT2¢(M) with
[vllzoe V[Vl < ex(§) €7,

and R
[v]lgrt2e V[Vl crree < ca(€) 4, (5.3)

for a E dependent non-negative function o ( ) of £ such that o ( )/¢ goes to 0 as £ goes to co.
Proof — Note that there are no absolute values in (5.2]). We give upper bounds for each term in
this expression. We make the common abuse of notation of writing (Z; f, g2 for (Z;fg,1), the

result of testing a well-defined distribution Z;fg on the constant function 1. We use a similar
convention for (B -V f, g)r2

— The A term. As A is positive one has
< - A(’US - ,Ul3),v - 'U/>L2 <0,
and this term does not contribute to the upper bound (5.2)).
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— The B term. We start from the identity
(v—0)=200—0)<(v=2)+@w—-0)0 -1,
with the left (v — v’) seen as an element of L?(M) and the right (v — v') seen as an element of
C'T2¢(M) in the paraproduct and resonant terms, and estimate each term in B%tz (M). Losing a
little bit on the regularity exponent allows using the interpolation size estimate between different
Besov spaces and estimate
o=l Sg 3Tt
with an exponent strictly smaller than 1. We write
1
lv— ”I”B;j;fo §§€< ‘

One then gets from the classical continuity estimates on the paraproduct and resonant operators
that
10 =)l gase S € o= o/l

_1_¢
— The Zy term. We take advantage of the fact that Z; € CrBy2 2(M) almost surely. We use
the previous estimate to see that

|<Zl(v —v'),v —v’>| 5{,21 <Y o — || e

_1_ e
— The Zs term. Here as well we consider Z5 as an element of CrB,y,2 2 (M). First we obtain by
interpolation between the L> and C'12¢ estimate on v and v’ that
1 546¢&

||UiUH 1+2s§ 05572,

with an exponent slightly bigger than 5/9. We thus get from the classical continuity estimates on

the paraproduct and resonant operators that
1 5+6¢

I(w =) s it Se o577 Jlv =o' e (5.4)
Now write
(V= (")?)(v=0") = (v=0")?(v+0) = (v—0")? < (v+v/)+{(v+’u’) < (va/)2+(v+v')®(v7v’)2}.

To estimate the contribution of the first paraproduct in the Zs term we use the elementary refined
continuity estimate from Lemma[13]in Appendix[A]to get the best of the L>® and C'*2¢ estimates
n (v+ 1/). We have for all integers N

(v (04 )] g sno-e g N0 = 0PI e (27N 4071 g+ N+ 010
Se OFE o of||p (27 VAT 4 e,
Choosing N such that 9-Ney3 3558 ~ ¢% gives
2= N5/2€3 es = _|_N£3 < £3+T7

for every n > 0 and ¢ > £(n) large enough One thus has
|| (v+") H 2+E N5g<1Hv V'] g2

for an exponent %58 + 1 4y of £ strictly smaller than 1, for an appropriate choice of 7.

We can directly use ((5.4) and the L™ estimate on v and v’ to see that

H(v—i—v’) <(v—v)?+ (v+v’)®(v—v')2’|32+25 Se 3RS lo —v'|| 2,

200

here again with an exponent of ¢ strictly smaller than 1.

— The Zy term. As we have a term —/¢||v — v'||z2 that comes from Fy(¢,v") and all the other
contributions to <F(v) — Fy(t,0"),v — v’>L2 add up to a quantity bounded above by a constant
multiple of /<! ||v — v'|| 2 we obtain ([5.2]) for an appropriate choice of gy > 0. >
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The proof makes it clear that one can take 05(5) of the form

og(0) = e(IBin.aillequac— ) + 1 Zapallleq .o 00 + 1 Zup.alloqa,.c-1-0n ) €
(5.5)
for some positive constant ¢ and some positive exponent v < 1.

As in Lemma 4 of [4] one proves that the function of time |[v(-, ¢]) — ve(-, #%)| L2 is Young differ-
entiable on the interval (1,7) and one has for 1 <t <7

[0, @1) = ve(t, @5) || 1o — [[o(L, &) — ve(1, 65)]|
B / (F(v(s, 1)) = Ful(t ve(s, 05)), v(s, 0) = vels, 6%))
A [0(s, 1) = ve(s, b) | .
It follows from Lemma [TI0] that one has for 1 <t < 7 the inequality
[0, @1) = ve(t, 5)[| 1o < [[o(1, @1) = ve(L, dH)| 1o = (€ = 0g() (¢ = 1), (5.6)

for a positive quantity 05(6) that depends on 5[1,2] such that OE(K)/K goes to 0 as £ goes to oo. So
one has a successful coupling on the event

L —ox(¢
{’|U(17¢/1) _U€(1a¢;)||L2 < 26()} C {T < 2}.

As a consequence of this inclusion and the LP or L* coming down from infinity result of [4] or
Theorem |2} one can choose ¢ big enough to have both P(7(¢, ¢1, ¢2) = 2) and Qu(7(¢, ¢1, d2) = 2)
strictly smaller than 1 independently of ¢1, ¢2, say

max (P(7(£, ¢}, ¢5) = 2),Qe(r(6,¢1. ¢5) =2)) Sa <1, (Vgy,0h € CTH275(M)).  (5.7)
We fix such an £ and set

RE,¢1,¢2 ‘= exp < - 65(11<'<T

Since 7 < 2, Novikov’s integrability criterion

o (0 2)] <o

is satisfied and it follows from Girsanov theorem that the process

2
L2 ds.

v(, ¢1) = vel- ¢5) ) (T - 1))
||U<7¢11> _Uf('7¢/2)||L2 2 ’

vV — Uy
Et i1y —— 20
l[v—vell 2
is under the probability

dQe, 1,6 = Re,¢1,0, AP

a spacetime white noise. Pick o € (0,1]. We have

ng,qsl,d)z (we(-, 2)) = Lo (ul-, ¢2)) (5.8)

and
ug(2, ¢2) = u(2, 1) on the event {7 < 2}. (5.9)

Step 2 — Uniqueness of an invariant probability measure. We can now prove that the semigroup
(Pt)i>0 has at most one invariant probability measure. Otherwise, there would be (at least) two
extremal invariant, hence singular, probability measures p,v. We could take ¢; random with law
w, and ¢o random with law v, and keep writing E for the expectation operator in this extended
probability space. Simply write R, rather than Ry ¢, ¢,. Write u,(-,v) and u(-, u) to emphasize
the law of the initial condition. For a measurable set A C C~1/27¢(M) with u(A) = 0 we prove
below that v(A) = 0. The measure v would thus be absolutely continuous with respect to u, a
contradiction with the fact that v is singular with respect to . We give two proofs.

1. Assuming p(A) = 0, one would have from the identity in law (5.8]) and the fact that
P(u(2,p) € A) = u(Pila) = u(A) =0
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the identity
Z/(A) = Z/(PglA) = Qg(u€(2, l/) S A) = E[RglA(uK(Q, l/))}

E[RglA(u(Q, M))17—<2} + E[Ré]-A(UK(Z V))l-r:2]

()
= EI:R[]_A(U[(2,V))17—=2] < Qg(T = 2) a<l1.
This is not enough to conclude that v(A) = 0, but instead of coupling the two dynamics on a
single time interval [1,2] we can repeat if necessary our attempts to couple them a fixed finite
number of times, during the time intervals [2k — 1, 2k] after a coupling-free evolution on the time
interval [2k — 2,2k — 1], for k < n, say. Denote by ué")(, @4) the corresponding dynamics. Write
71 €[1,2],...,7, € [n+ 1,n + 2] for the successive coupling times and set

n

O (s ) — vl 05) (= 2k +1)
Ry 5 4, = kzz:l <f§(12k—1<~<m oG, &) —W(',%)Hp) + 5

and
dQ\™ = R{"dp.

The probability measure Qén) implicitly depends on ¢; and ¢2 and we also set
=(n) n
V= [ QP utden)ntdon).

The process uén)(~, ¢2) has under QE") the same distribution as u(-, ¢2) and the pair
(u('a ¢1)7 ngn)(', ¢)2))

is Markovian under both P and Q&n). Denote by 6, : Q — Q a family of measurable measure
preserving maps on (2, F,P) such that 6, 0 0,» = 0,4,» and 6,£(-) = &(- + r). The shift acts on
measurables functions of £ such as v and uf). One then has as above

v(A) = / BV [14 (1™ (20, 62)) 11, (91 60)22m 42 | (A2 ()
= /Eén) [1,4(9271—2%6(2» gV (2n -2, ¢2)))17n(¢1,¢2):2n+2:| v(dp2)p(der)
_ /Egn—ﬂ [Egn [1A(92n,2u§”(2, u{" Y (2n 2, ¢2)))1ﬁ:2’u§”‘”(2n —9, ¢2)} x

Lr, 4 (o1.6a)=2n | V(d62)(d61)

< aéénil)(Tn—l =2)<a”,

by induction. The conclusion v(A) = 0 follows from the fact that n is arbitrary.

2. Alternatively, one can assume the two invariant probability measures p and v singular and
proceed as follows to get a contradiction. Denote by P; the law of u(-, 1) and by Py the law of
u(+,v), with a time parameter running in the time interval [0, 2]. Step 1 produces a coupling between
P, and a probability with positive density D with respect to Py. This coupling is a probability
measure Q on C([0,2], C~Y/275(M)) x C([0,2],C~1/275(M)) that gives a positive probability to
the event {u1(2) = u2(2)}, denoting by u; and us the canonical marginal processes on the product
space. Denote by m; and 7o the canonical projections and set

dQ™ := (1AD1)dQ
and
Q" :=Q + (P —m.Q ") ® (P2 — m2.Q 7).
The measure Q* on C([0,2],C~Y/2=2(M)) x C([0,2],C~1/275(M)) is a probability measure with
marginals Py and Py — that is, a coupling of these two probability measures. We further have that
Q is absolutely continuous with respect to Q, so
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Since under Q* the random variable u;(2) has law p and the random variable uy(2) has law v we
cannot have at the same time (5.10)) and the fact that p and v are singular. We thank M. Hairer
for sharing his insight on this reasoning. >

Together with the existence result proved in [4] Theorem @allows us to define the ®3 measure on
M as the unique invariant probability measure of the semigroup (P;);>o. This shows that the P4
measure is associated with the Riemannian manifold M. It follows in particular that any smooth
isometry between two 3-dimensional boundaryless Riemannian manifolds sends the ®3 measure of
the former on the ®3 measure of the latter.

6 — Strong Feller property

The coupling used in the proof Theorem [J] can be used to prove the strong Feller property of
the semigroup (P;):>0 by showing that it satisfies some Harnack-type inequality. As a preliminary
remark to the next statement, note that since one has the inclusion

, , l— Og(f)
{T(€,¢1a¢2) :2} - ’|U(17¢1)_vf(1a¢2)||L2 > T
with ve(1, @) = v(1, ¢%) it follows from the LP or L coming down from infinity result that
P(T(Za d)la ¢2) = 2) =iap = 0@(1>
is a function of ¢ that goes to 0 as £ goes to infinity.

Theorem 11 — Pick a finite exponent p1 > 1 and a time t > 0. For any £ > 0 there exists a
function
Uy : C7Y25(M) x C~Y275(M) - R,

that is null on the diagonal and continuous, such that the inequality
p1

(L) (62) < PuF™)(@1) €7 (1 4+ g7 | fl €70192)) (6.)
holds for any measurable bounded function f > 1 on C~'/2=¢(M), and any ¢1, s € C~1/275(M).

Proof — We use the notations of the proof of Theorem @ Since ug(2, o) = u(2, ¢1) on the event
{7(¢, 1, 2) < 2} one has

(Ptf)(¢2) = EQIZ,¢>1,¢2 [f(ue(2’ ¢2))] = E[R£7¢17¢2f(u€(27 ¢2))}
= E[Regy.00f (u(2,01))Lrca] +Eq, ., [f(ue(2, ¢2))1-=2]

and we obtain an inequality of the form (6.1)) from Holder inequality and the condition f > 1, that
allows to factorize in the second inequality below,

(Puf ) (62) < (E[Repyn F(u(2 80)] + Il E[RE T, 0] 5T )"

_P1 p1—1 1\ P1
< E[R4,¢1}¢2f(u(27¢1))}p1(1+ 1/ lle E[RI 50 0] 7 au}l)

p1—1 1

T el T L\
< E[ (2, o)) B[R )" (14 I I B[R 0] 7T act)
This is (6.1]) with

Pl
Ty (p1,2) _ p-1 P1—l
et o) = B[Ry, ]

(The function ¥, also depends on p; but we do not emphasize that dependence in the notation
as it is irrelevant for us here.) We check from classical arguments that Uy(¢1, ¢2) is a continuous
function of ¢1 and ¢,. >

Corollary 12 — The semigroup (P:)t>o0 has the strong Feller property.

Proof — We follow F.Y. Wang’s classical proof — see e.g. Theorem 1.4.1 in [22]. Fix ¢ > 0. Applying
(6.1) to f =1+ rg, with a measurable function 0 < g <1 and 0 < r < 1, one gets
P1

(1+7(Peg) (82))" < Pa((1+79)" ) (61) €% (14 a7 (14 g|oo) 7O00) " (6.2)
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SO
1

L4 pir(Pug)(92) + o(r) < (14 pir(Pig)(61) + 0(r) )49 (14 71 (1 + | glloc) €219

Sending ¢s to ¢1 one gets from the continuity of W,

1+ pyrlimsup (Pog) (62) + o(r) < (14 p1r(Pig)(é1) +0(r)) (1 + @ (1+ [lgle))

P2—d1

P1

and since ¢ > 0 and r > 0 are arbitrary and a, goes to 0 as ¢ goes to infinity
lim sup (Prg)(#2) < (Prg) (1)

d2—d1

Exchanging ¢1 and ¢2 in (6.2)), the same reasoning gives
(Prg)(¢1) < lim inf (Prg)(¢2),
P21

from which the continuity of P.g at ¢, follows. The conclusion follows since ¢; is arbitrary. >

A — An elementary continuity result

The following statement is a simple variation on the classical proof of continuity of the para-
product and resonant operators; we learned it from V.N. Dang although it is likely to be known
already.

Lemma 13 — Let (p1,q1), (p2,42), (p,q) in [1,+00] be such that

1 1 1
— 4 ==,
b1 p2 P
1 1 1
N + - = —
q 42 q
For any v > 0 there is a constant C such that for all integers N and real numbers a1 > 0 one has
1 < gl s < Co Iz, (27 Ngllgz,, + Nlgllze ). (A1)

We give here the details for the reader’s convenience, when things are set in a Euclidean space.
An elementary adaptation of the pattern of proof is needed to make it work in the setting of
a 3-dimensional Riemannian manifold with the paraproduct and resonant operators defined in
Appendix A of [4] or in [5]. We use the usual Ay notation for the Littlewood-Paley projectors.

Proof — Write
f=g= Y (QHAH+ D (Af)Aw) (A.2)
(<N k<02 (>N k<02

for any integer N. On the one hand, one has for all m € N

8 X @) st ¥ @@l

(<N, k<0—2 |6—m|<1,k<—2

Slocien D 27 25| Auf 1 [|Agg e
[6—m|<1,k<0—2

S Inasvmfllgg, lgllee S NI fllpg

pP1,491 pP1,91

||g|| Lr2,
using in the penultimate inequality Holder inequality and the fact that a; > 0, and Young convo-
lution inequality to see that ||Asg||zr2 < ||g||zr2. On the other hand, one has for m > N —1

HAm( > (Akf)(Azg))

>N, k<t—2

S AN (Aw)| L,

LP p—m|<1,k<0—2

S > 27F9 2R | Ay fl| Lo || Aggl| Lo
[6—m|<1,k<f—2
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a1=1
Smon [ fllsg

o 2 1Al

t—m]|<1

from Holder inequality in the sum over k. Estimate (A.1]) follows as a consequence. >
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