
NOTES ON EQUIVARIANT D-MODULES

T. LEVASSEUR

1. Generalities

All the varieties considered in these notes are quasi-projective algebraic varieties
defined over C.

Let X be a smooth algebraic variety. We denote by OX the sheaf of regular
functions on X and by DX the sheaf of differential operators. The rings of global
sections will be denoted by O(X) and D(X) respectively. We refer to [3] for the
basic properties of DX -modules. All the DX -modules encountered in the sequel
will be quasi-coherent. The category of quasi-coherent DX -modules is denoted by
ModDX .

Let F : Y → X be a morphism between varieties. The comorphism of F is
denoted by F# and the inverse image of an OX -module M by

F ∗M = OY ⊗F# M.

When X and Y are affine, there exists a natural map

F# : M → F ∗M, v 7→ 1Y ⊗F# v.

Suppose that Z = X×Y is the product of two varieties. LetM be an OX -module
and N be an OY -module; the OZ-module M ⊗C N will be denoted by M �N .

In this section we recall the definitions, and well known properties, of equivariant
D-modules. Our main references are [2, 3, 5, 6, 7, 8, 11, 12, 15] where the reader
will find the proof of the results stated below.

Let G be a linear algebraic group and V be a smooth affine algebraic G-variety.
Let e be the unit in G and set

µ : G× V → V, (g, v) 7→ g.v (the action of G on V )
µG : G×G→ G, µG(g, h) = gh (the multiplication in G)

s : G→ G, s(g) = g−1 (the inverse in G)
ε : {e} ↪→ G (the inclusion)
p2 : G× V → V, p2(g, v) = v

p23 : G×G× V → G× V, p23(g, h, v) = (h, v)

εV : V → G× V, εV (v) = (e, v)

(1.1)

We then set: ∆ = µ#
G , S = s#, ε = ε#.

Let M be a rational G-module; the G-action on M is denoted by g.a, g ∈ G, a ∈
M . Recall that the G-module structure is equivalent to a left comodule structure
λM : M → O(G)�M , such that

g.a = a(1)(g
−1)a(2)
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where we have used the (abbreviated) Sweedler notation λM (a) = a(1)�a(2), a(1) ∈
O(G), a(2) ∈M . This applies in particular toM = O(V ) with the action (g.ϕ)(x) =

ϕ(g−1.x) for ϕ ∈ O(V ), g ∈ G, x ∈ V . The corresponding coaction is denoted by
λV . When V = G and G acts via left translations, we have λG = ∆.

Suppose furthermore that the G-module M has an OV -module structure. Then
we say that M is a G-equivariant OX-module if the G and O(V ) actions are com-
patible, i.e. g.(ϕa) = (g.ϕ)(g.a), g ∈ G, ϕ ∈ O(V ), a ∈ M . This translates into
λM (ϕa) = λV (ϕ)λM (a) for the coactions. We denote by M(OV , G) the category of
G-equivariant OV -modules.

Recall that M ∈M(OV , G) if and only if there exists an isomorphism of OG×V -
modules

(1.2) θ : p∗2M = O(G)�M ∼−→µ∗M

such that

(1.3) ε∗V (θ) = 1M , (µG × 1V )∗(θ) = (1G × µ)∗(θ) ◦ p∗23(θ).

When the coaction λM is given the isomorphism θ is:

θ(a�v) = aSv(1) ⊗µ# v(2).

Endow O(G), O(G × V ) = O(G) � O(V ) and p∗2M = O(G) �M with the action
induced by left translation on G. It is then easily seen that θ is G-linear when G
acts on µ∗M by

g.(b⊗µ# m) = g.b⊗µ# g.m

for all g ∈ G, b ∈ O(G)�O(V ) andm ∈M . For these actions, since (O(G)�M)G =
C�M , we obtain the isomorphism

θ : C�M ∼−→(µ∗M)G.

Recall that the G-action on V induces a rational G-module structure on the
algebra D(V ), given by

(g.D) · ϕ = g.(D · (g−1.ϕ))

for all g ∈ G, D ∈ D(V ), ϕ ∈ O(V ). (We denote by D · ϕ the natural action of
D(V ) on O(V ).) The corresponding coaction extends the coaction λV and we will
still denote it by λV : D(V )→ O(G)�D(V ).

Let M ∈ ModDV . The module M is said to be a weakly G-equivariant DV -
module if M ∈M(OV , G) and

g.(D.v) = (g.D).(g.v)

for all g ∈ G, D ∈ D(V ) and v ∈M . (This is equivalent to saying that λM (D.v) =
λV (D)λM (v).) We denote by M(DV , Gw) the category of weakly G-equivariant
D(V )-modules. Then, a module M ∈ ModDV is weakly G-equivariant if, and only
if, there exists a map θ as in (1.2) & (1.3) which is O(G)�D(V ) linear.

The differential of the G-action on V yields a Lie algebra map, τV , from g =
Lie(G) to the Lie algebra ΘV of vector fields on V . It is defined by

(τV (ξ) · ϕ)(x) =
d

dt |t=0
ϕ(exp(−tξ).x)

for all ξ ∈ g, ϕ ∈ O(V ), x ∈ V . Notice that τV (ξ) identifies with a derivation
of O(V ) and that τV (Ad(g).ξ) = g.τV (ξ) for all g ∈ G. The differential of the
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G-action on D(V ) is then given by

ξ.D = [τV (ξ), D], for all D ∈ D(V ).

Let M ∈ M(OV , G). The differential of the G-action on M gives a g-module
structure on M :

ξ.v =
d

dt |t=0
(exp(tξ).v), for all ξ ∈ g and v ∈M .

The module M is called a G-equivariant DV -module if M ∈M(DV , Gw) and

(1.4) τV (ξ).v = ξ.v, for all ξ ∈ g and v ∈M .

Then, a module M ∈ ModDV is G-equivariant if, and only if, there exists a map θ
as in (1.2) & (1.3) which is D(G)�D(V ) linear.

Remarks. (1) LetM ∈M(OV , G). If v ∈MG we have λM (v) = 1G�v and therefore
θ(1G�v) = 1G×V ⊗µ# v.

(2) Set

(1.5) N = DV
/
DV τV (g).

Then N ∈M(DV , G). Moreover, when G is connected every subquotient of N is in
M(DV , G) (see [9, 14]).

(3) Suppose that M ∈M(DV , G). Then, when G is connected:{
M = DV .v with v ∈MG

}
⇐⇒ {M is a quotient of N}

The definitions of M(OV , G), M(DV , Gw) and M(DV , G) carry over to the case
when the smooth variety V is not necessarily affine, see [3, 8, 15]. For instance,
M ∈ ModDV is G-equivariant if there exists an isomorphism θ : OG �M ∼−→µ∗M
of DG×V -modules which satisfies the conditions of (1.3).

Let F : Y → X be a G-equivariant morphism between (not necessarily affine)
smooth G-varieties. Recall that if M ∈ ModDX one defines the inverse image of
M by setting

F !M =
(
DY→X ⊗LDX

M
)
[dY,X ]

where DY→X = F ∗DX = OY ⊗F# DX and dY,X = dimY − dimX. The inverse
image is an object in the derived category Db(DY ) of ModDY , and the construction
of F ! extends to Db(DX). Observe that DY→X is a weakly G-invariant right DX -
module for the G-action g.(ϕ⊗F# D) = g.ϕ⊗F# g.D, ϕ ∈ O(Y ), D ∈ D(X).

Assume that M ∈ M(DX , G) and let θM : p∗2,XM → µ∗XM be the associated
isomorphism (with obvious notation). Set r = dimG. Since p2,X and µX are
smooth, p!

2,XM and µ!
XM have cohomology concentrated in degree −r, equal to

p∗2,XM and µ∗XM respectively. Thus one can consider θM as an isomorphism of
DG×X -modules between p!

2,XM and µ!
XM . It follows from base change that we

have an isomorphism in Db(DG×Y )

θF !M : p!
2,Y F

!M ∼−→µ!
Y F

!M.

Indeed, the isomorphism θF !M is defined by the left vertical arrow which makes the
following diagram commutative:

µ!
Y F

!M (1G × F )!µ!
XMx x(1G×F )!(θM )

p!
2,Y F

!M (1G × F )!p!
2,XM
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Therefore, since p2,Y and µY are smooth, we obtain isomorphisms of DG×Y -modules
in cohomology:

θF !M : p∗2,YH
j(F !M) ∼−→µ∗YH

j(F !M).

This implies that Hj(F !M) has a natural induced structure of G-equivariant DY -
module. In particular, the G-action on Hj(F !M) is uniquely determined by the
action of G on M . To compute this action one may proceed as follows.

Suppose that we are given a resolution (P •, d) of DY→X by weakly G-equivariant
right DX -modules, see [6, Lemma 4.7] and [8, Proposition 2.1], such that each P k
is projective as a DX -module and d is G-equivariant. Then, since (P • ⊗DX

M,d⊗
1M ) = F !M [−dY,X ], the G-action on Hj(F !M) is induced by the diagonal G-action
on P • ⊗DX

M .
Moreover, since DG×Y→G×X = DG � DY→X , the objects (1G × F )!µ!

XM and
(1G × F )!p!

2,XM are represented, up to a shift, by

(DG � P •)⊗DG×X
µ!
XM and (DG � P •)⊗DG×X

p!
2,XM.

Thus the isomorphism θF !M is induced by

(1G � 1P•)⊗ θM : (DG � P •)⊗ p∗2,XM −→ (DG � P •)⊗ µ∗XM.

This applies for instance to the morphisms p2 and µ, and the isomorphism θ of
(1.2) can be viewed as an isomorphism in M(DG×V , G) between p!

2M = p∗2M [r]
and µ!M = µ∗M [r].

2. Reduction to a slice

In this section we apply the results of §1 to the case where the variety V is a
finite dimensional rational G-module, which we denote by E. We keep the notation
of (1.1). We set r = dimG, n = dimE and we fix x ∈ E. Denote by tx : y 7→ y+ x
the translation by x and let µx = µ ◦ (1G × tx) : G× E → E, (g, v) 7→ g.(x+ v).

Let F ⊆ E be a linear subspace of dimension m. We assume in this section that
the following hypothesis holds:

(†) µx : G× F → E is a smooth morphism and E = F ⊕ g.x

Set O = G.x, which is a quasi-affine subvariety of E. Then, by (†), x + F is a
transverse slice to O at the point x, see [13, §5.1]. Let gx be the stabilizer of x in
g and set s = dim gx. Then, (†) implies that

dimO = r − s = n−m.

Proposition 2.1. There exists an affine open neighborhood U of 0 in F such that,
if ψ is the restriction of µx to G× F ,

(1) ψ is smooth on Y := G × U , Ω = ψ(Y ) = G.(x + U) is a G-stable open
subset of E;

(2) Ω ∩O = O and O ∩ {x+ U} = {x}.

Proof. Let T = (x + F ) ×E O be the intersection of x + F and O; thus T is
a subscheme of E. From (†) and [4, IV.17.13.8] it follows that this intersection
is transverse of dimension 0 at the point x. Hence [ibid], there exists an affine
open subset 0 ∈ U0 ⊆ F such that the intersection (x + U0) ∩O is transverse at
x. In particular dim ((x+ U0) ∩O) = 0, therefore (x + U0) ∩O is a finite set [4,
O.14.1.9], say {x = x0, x1, . . . , xt}. For each i = 1, . . . , t, pick an affine open subset
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0 ∈ U(xi) ⊂ F such that xi /∈ x+U(xi). Set U1 = U0 ∩U(x1)∩ · · · ∩U(xt). Then,
U1 is an affine open neighborhood of 0 and (x+ U1) ∩O = {x}.

Since O is open in its closure, we can find a G-stable open subset V ⊂ E such
that V ∩O = O. Define an open neighborhood of 0 in F by:

U2 = p2ψ
−1(V ) = {u ∈ F : ∃ g ∈ G, g.(x+ u) ∈ V }

Let v ∈ U2; since ψ is G-equivariant, we have ψ(G × {v}) ⊂ V . Hence, G × U2 ⊂
ψ−1(V ). Observe that, if 0 ∈ U ⊂ U2 is any open subset, ψ(G × U) is open and
ψ(G× U) ∩O = O.

Now, let U1 be as in the first paragraph and choose an affine open subset 0 ∈
U ⊆ U1 ∩ U2. Then U satisfies the required properties. �

We will keep the notation of Proposition 2.1 for the rest of this section. In
particular, ψ will be the smooth morphism

ψ : Y = G× U −→ E, ψ(g, u) = g.(x+ u).

Set X = x + U and notice that tx induces an isomorphism (of varieties) from U
onto X, with inverse t−x. Define:

(2.1) β : U ↪→ E, βx : X ↪→ E, ı : {x} ↪→ E (the natural inclusions)

Observe that βx = tx ◦ β ◦ t−x and ψ = µx ◦ (1G × β).
Let M ∈ M(DE , G). We assume that M is a coherent DE-module, i.e. M is

a finitely generated G-equivariant D(E)-module. Recall from §1 that we have an
isomorphism of G-equivariant DG×E-modules,

θ : p!
2M = p∗2M [r] ∼−→µ∗M [r] = µ!M.

By using the translation tx we can construct the DE-module t∗xM , which iden-
tifies with t!xM . Observe that tx ∈ Aut(E) induces an automorphism of O(E),
(tx.ϕ)(y) = ϕ(y−x) for ϕ ∈ O(E), y ∈ E, and therefore yields an automorphism of
D(E), (tx.D)(ϕ) = tx.D(t−x.ϕ) for D ∈ D(E). Then, the D(E)-module t∗xM can
be identified with the vector space M endowed with the action D �u = (tx.D)u. As
in §1 we have maps t#x : M → t∗xM and t#−x : M → t∗−xM . We set:

t−x.v = t#x (v), tx.v = t#−x(v).

We will adopt a similar notation for the inverse images by tx, or t−x, for modules
over X, or U .

Lemma 2.2. There exists an isomorphism of G-equivariant DG×E-modules:

θx : p!
2t
∗
xM

∼−→µ!
xM

Proof. Since p2 and µ are smooth, p!
2t

!
xM = p∗2t

∗
xM [r] and µ!

xM = µ∗M [r]. Notice
that µ!

xM = (1G × tx)!µ!M = (1G × tx)∗µ!M and p!
2t
∗
xM = (O(G) � t∗xM)[r] =

(1G × tx)∗p!
2M . Now, the G-equivariant isomorphism 1G × tx : G × E → G × E

yields the isomorphism, in M(DG×E , G),

θx = (1G × tx)∗(θ) : (1G × tx)∗p!
2M = p!

2t
∗
xM

∼−→(1G × tx)∗µ!M = µ!
xM

as desired. �

Remark. The isomorphism θx yields the isomorphism

θx : H−r(p!
2t
∗
xM) = O(G)� t∗xM ∼−→µ∗xM = H−r(µ!

xM),

which is given by θx(a�t−x.v) = aSv(1) ⊗µ#
x
v(2) for a ∈ O(G) and v ∈M .
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Since ψ is smooth and G-equivariant, ψ∗M is coherent [3, VI.4.8] and ψ!M =
ψ∗M [r +m− n] ∈M(DG×U , G). Thus,

(2.2) Hj(ψ!M) =

{
0 if j 6= −s = n− r −m,
ψ∗M if j = −s = n− r −m.

The G-action on ψ∗M = O(G× U)⊗ψ# M is given by g.(b⊗ψ# v) = g.b⊗ψ# g.v,
b ∈ O(G× U), v ∈M .

Lemma 2.3. There exists an isomorphism of G-equivariant DY -modules

ψ!M ∼= (O(G)� β!t∗xM)[r]

and β!t!xM = (β∗t∗xM)[m− n]. Hence

Hj(β!t!xM) =

{
0 if j 6= dimO,
OU ⊗β# t∗xM if j = dimO.

Proof. Notice first that, since tx is an isomorphism, we can identify t!xM with t∗xM .
From ψ = µx ◦ (1G × β) we deduce that ψ!M = (1G × β)!µ!

xM . Therefore, using
the G-equivariant morphism 1G × β, we obtain

(1G × β)!(θx) : (1G × β)!p!
2t
∗
xM

∼−→ψ!M.

Then, (1G × β)!p!
2t
∗
xM = (1G × β)!(O(G) � t∗xM)[r] = (O(G) � β!t∗xM)[r] yields

ψ!M ∼= (O(G)�β!t∗xM)[r]. From this isomorphism one deduces that Hj−r(ψ!M) ∼=
OG �Hj(β!t∗xM). Then, by (2.2), Hj(β!t∗xM) = 0 unless j = n−m, and

Hn−m(β!t∗xM) = Hn−m((OU ⊗Lβ# t
∗
xM)[m− n]

)
= OU ⊗β# t∗xM.

This completes the proof of the lemma. �

In order to simplify the notation we set

t∗xM|U = HdimO(β!t!xM) = OU ⊗β# t∗xM.

Recall that the natural inclusion βx : X ↪→ E is equal to tx ◦ β ◦ t−x. Therefore,
β!
xM = t!−xβ

!t!xM has non-zero cohomology only in degree dimO = n−m, where
HdimO(β!

xM) = OX ⊗β# M . We set

M|X = HdimO(β!
xM) = OX ⊗β#

x
M.

Thus we have:

(2.3) β!
xM = M|X [m− n]

Notice that it follows easily from βx ◦ tx = tx ◦ β (on U) that

(2.4) t∗x
(
M|X

)
= t∗xM|U .

Let S be a complementary subspace to F , E = F⊕S. Let {v1, . . . , vm} be a
basis of F and {vm+1, . . . , vn} be a basis of S. Denote by {yj = v∗j }j the dual basis
and set fj = tx.yj = yj − yj(x), 1 6 j 6 n. Then,

O(F ) = S(E∗)/J, O(x+ F ) = S(E∗)/Jx

where J = (ym+1, . . . , yn)S(E∗) and Jx = tx.J = (fm+1, . . . , fn)S(E∗).
Let  : U ↪→ F and x : X ↪→ x+ F be the natural inclusions.

Lemma 2.4. We have:
(1) M|X = OX ⊗#x (M/JxM);
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(2) t∗xM|U = OU ⊗# (t∗xM/Jt∗xM) = OU ⊗# t∗x(M/JxM).

Proof. 1. Let β̃x : x + F ↪→ E be the inclusion. Thus βx = β̃x ◦ x. Since
x is an open immersion, Hj(β!

xM) = OX ⊗#x Hj(β̃!
xM) for all j. Recall that

β̃!
xM =

(
Dx+F→E ⊗LDE

M
)
[m− n]. Set Vx = ⊕n

i=m+1Cdfi and C−px =
∧p

Vx �DE .
By [3, VI.7.4], β̃!

xM =
(
C•x⊗DE

M,∂x
)
[m−n], with Cpx⊗DE

M =
∧−p

Vx�M and

∂x(dfj1 ∧ · · · ∧ dfjp�v) =
∑p
a=1(−1)a+1dfj1 ∧ · · · ∧ d̂fja ∧ · · · ∧ dfjp�fjav.

It follows that Hn−m(β̃!
xM) = H0

(
C•x ⊗DE

M,∂x
)

= M/JxM = Ox+F ⊗β̃#
x
M .

2. follows from 1. and (2.4). �

Let SuppM be the support of the DE-module M . Since M is coherent and
G-equivariant, SuppM is a closed G-stable subvariety of E and we have SuppM =⋃
v∈M SuppOE .v. From now on we assume that

SuppM ⊆ O.

Recall that the local cohomology group Hm
[0](OU ) is a DU -module isomorphic

to DU
/

(DUy1 + · · ·+DUym). It is easily seen that t∗−xHm
[0](OU ) = Hm

[x](OX) ∼=
DX
/

(DXf1 + · · ·+DXfm).

Proposition 2.5. Let M be as above. Then, there exists k ∈ N such that
(1) M|X ∼= Hm

[x](OX)
⊕k, t∗xM|U ∼= Hm

[0](OU )
⊕k;

(2) ψ!M ∼=
(
OG �Hm

[0](OU )
⊕k)

[s];
(3) if SuppM = O, then k > 1.

Proof. 1. Clearly, the support of M|X = OX ⊗β#
x
M is contained in X ∩SuppM ⊆

X ∩O. But, X ∩O ⊆ X ∩Ω∩O = X ∩O = {x}. ThusM|X is a DX -module whose
support is contained in {x}; therefore, by Kashiwara’s equivalence [3, VI.7.11],
M|X = Hm

[x](OX)
⊕k for some k. The proof is similar for t∗xM|U .

2. follows from 1. and Lemma 2.3.
3. The hypothesis implies that there exists v ∈M such that O∩SuppOE .v 6= ∅.

Then, since ψ is flat and Ω ⊃ O, we have 1 ⊗β# v ∈ ψ∗M \ {0}. Thus ψ∗M 6= 0,
i.e. k > 1. �

Denote by mx = (f1, . . . , fn)O(E) and nx = (f1, . . . , fm)O(F ) the maximal
ideals asociated to x ∈ E and x ∈ (x+F ) (respectively). Set Cx = O(E)/mxO(E).

Theorem 2.6. Let ı : {x} ↪→ E be the inclusion. Set

ω−1 = df1 ∧ · · · ∧ dfm and T = {u ∈M/JxM : nxu = 0}.

Then,
(1) T ∼=

{
v ∈ Hm

[x](OX)
⊕k

: nxv = 0
}
is a C-vector space of dimension k;

(2) ı!M has cohomology concentrated in degree dimO and

HdimO(ı!M) = TorO(E)
m (Cx,M) = ω−1 ⊗Cx

T.

Proof. Recall [3, VI.4.2] that Hj(ı!M) = Tor
O(E)
−j+n(Cx,M). Let γ : {x} ↪→ X

be the inclusion. Then, ı = βx ◦ γ and ı!M = γ!β!
xM . Recall from (2.3) that

β!
xM = M|X [m − n]. By Lemma 2.4 and Proposition 2.5, we know that M|X =
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OX ⊗#x (M/JxM) ∼= Hm
[x](OX)

⊕k is supported on {x}. Thus, T|X = {u ∈ M|X :

nxu = 0} is a C-vector space of dimension k. Furthermore, by [3, VI.7.4],

Hj(γ!M|X) =

{
0 if j 6= 0,

ω−1
{x}/X ⊗Cx T|X if j = 0.

Since ω−1
{x}/X = df1 ∧ · · · ∧ dfm, we obtain that ı!M has cohomology concentrated

in degree n −m with Hn−m(ı!M) = ω−1 ⊗Cx
T|X . To finish the proof it suffices

to apply the following standard result to the module N = M/JxM : Let N be any
Ox+F -module; then, if N ′ = OX ⊗#x N , one has

{u ∈ N : nxu = 0} ∼−→{u′ ∈ N ′ : nxu
′ = 0}

through the natural map #x : N → N ′, #x (u) = 1X ⊗#x u. �

One can factorize the inclusion ı : {x} ↪→ E as follows: ı : {x} ı1
↪→ O

ı2
↪→ E. We

now compute ı!2M , the “restriction to O”.

Proposition 2.7. ı!2M has cohomology concentrated in degree 0 and, as an OO-
module, H0(ı!2M) = TorOE

m (OO,M).

Proof. Notice first the following commutative diagram of G-equivariant morphisms

Y = G× U ψ−−−−→ E

2

x xı2
G× {0} π−−−−→ O

where π(g, 0) = g.x.
Recall that, by Proposition 2.5, ψ!M ∼= ψ∗M [s] with ψ∗M = OG �Hm

[0](OU )
⊕k.

Thus ψ∗M = H−s(ψ!M) is supported on G × {0}. Since 2 : G × {0} ↪→ Y is
a closed embedding, [3, VI.7.4] gives that !2ψ∗M has cohomology concentrated in
degree 0; equivalently, !2ψ!M has cohomology concentrated in degree −s.

On the other hand,

Hj(π!ı!2M) = Hj
(
(DG×{0}→O ⊗LDO

ı!2M)[s]
)

= Hj+s
(
DG×{0}→O ⊗LDO

ı!2M
)
.

Since π is smooth and DG×{0}→O = π∗DO, it follows that, as an OG×{0}-module,

Hj(π!ı!2M) = OG×{0} ⊗π# Hj+s(ı!2M).

Now, since π is faithfully flat and π!ı!2M = !2ψ
!M , the previous paragraph implies

that ı!2M has cohomology concentrated in degree 0. By definition, ı!2M =
(
DO⊗LDE

M
)
[−m]. Hence, see [3, VI.4.2], H0(ı!2M) = TorOE

m (OO,M). �

We set:

(2.5) M|O = H0(ı!2M)

Denote by Gx the stabilizer of x in G and let Gx0 be its connected component.
Define the component group of O by

A(O) = Gx/Gx0 .

Let π : G� O, g 7→ g.x, be the natural morphism and L be a rational representa-
tion of Gx. Define an OO-module L by setting, for any open subset W ⊆ O,

Γ(W,L) =
{
f : π−1(W )→ L : f(gh) = h−1.f(g) for all g ∈ π−1(W ), h ∈ Gx

}
.
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Then L ∈M(OO, G) [7, Theorem 4.8.1]. When L is a representation of the (finite)
group A(O), i.e. when Gx0 acts trivially on L, L ∈M(DO, G) and, conversely, any
G-equivariant DO-module is of this form, see [7, Proposition 4.11.1] and [8, §4].
An object of M(DO, G) will be called a connection on O. The representation of
A(O) associated to a connection L is the “geometric fibre at the point x”, L(x) =
Cx ⊗OO

L = Lx/mxLx, where the A(O)-action is coming from the natural action
of Gx.

Proposition 2.8. The DO-module M|O is a connection and its geometric fibre at
the point x is

M|O(x) = ω−1 ⊗C T.

Proof. Since ı2 : O ↪→ E is G-equivariant, the results of §1 ensure that ı!2M = M|O
(see Proposition 2.7) is in M(DO, G). Therefore, by the remarks above, M|O is a
connection. In particular, M|O is flat as an OO-module and it follows that

ı!M = ı!1ı
!
2M = ı!1M|O =

(
D{x}→O ⊗LDO

M|O
)
[m− n]

has cohomology concentrated in degree n−m, where Hn−m(ı!M) = Cx⊗OO
M|O =

M|O(x). The proposition then follows from Theorem 2.6. �

Remark. We will see (in a particular case) in the next section how to compute the
A(O)-action on ω−1 ⊗C T .

Recall that t∗xM|U = OU ⊗β# t∗xM , M|X = OX ⊗β#
x
M . Thus we have maps

β# : t∗xM → t∗xM|U , β#(t) = 1U ⊗β# t, and β#
x : M → M|X , β#

x (v) = 1X ⊗β#
x
v.

We set:

(2.6) ρ(v) = β#(t−x.v) = 1U ⊗β# t−x.v

Recall also from Lemma 2.4 that t∗xM|U = OU ⊗# (t∗xM/Jt∗xM) and M|X =
OX ⊗x (M/JxM). Let $ : t∗xM � t∗xM/Jt∗xM and $xM � M/JxM be the
canonical projections. It is easy to see that, since t∗xM/Jt∗xM = t∗x(M/JM), one
has t−x.($x(v)) = $(t−x.v). One obtains from the definitions that, for all v ∈M ,

1X ⊗#x $x(v) = 1X ⊗β#
x
v, ρ(v) = 1U ⊗β# t−x.v = 1U ⊗# $(t−x.v).

It is also easily seen that the map t#x : M|X → t∗x(MX) = t∗xM|U is a bijection given
by

t#x (a⊗#x $x(v)) = t−x.a⊗# $(t−x.v) = (t−x.a)ρ(v)

for all a ∈ O(X) and v ∈M .
Recall from Lemma 2.2, and the remark thereafter, that θx yields an isomorphism

O(G) � µ∗xM ∼−→µ∗xM , θx(a�t−x.v) = aSv(1) ⊗µ#
x
v(2). It follows that θ̄x = (1G ×

β)∗(θx) is the isomorphism:

θ̄x : O(G)� t∗xM|U ∼−→ψ∗M, θ̄x(a�ρ(v)) = aSv(1) ⊗ψ# v(2).

Lemma 2.9. Let α : {e} × U ↪→ Y be the inclusion and ϕ : {e} × U ∼−→X be the
restriction of ψ. Then, HdimO(α!ψ!M) = α∗ψ∗M = ϕ∗M|X and θ̄x induces an
isomorphism

α∗(θ̄x) : C� t∗xM|U ∼−→ϕ∗M|X , 1�(t−x.a)ρ(v) 7→ ϕ#(a⊗#x $x(v)),

a ∈ O(X), v ∈M .
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Proof. Recall that

α!ψ!M =
(
D{e}×U→Y ⊗LDY

ψ!M
)
[−r] =

(
D{e}×U→Y ⊗LDY

ψ∗M
)
[m− n].

It follows that Hn−m(α!ψ!M) = α∗ψ∗M . On the other hand, ψ ◦α = βx ◦ϕ yields
α∗ψ∗M = ϕ∗β∗xM = ϕ∗M|X .

Let v ∈M , then we have:

α∗(θ̄x)(1�ρ(v)) = 1{e}×U ⊗α# Sv(1) ⊗ψ# v(2)

= (Sv(1))(e)⊗(ψ◦α)# v(2)

= 1⊗(ψ◦α)# v

= ϕ#(1X ⊗β#
x
v)

= ϕ#(1X ⊗#x $x(v)),

as required. �

From now on, in order to simplify the notation, we will identify the DY -modules
ψ∗M and O(G)� t∗xM|U through the isomorphism θ̄x. By Lemma 2.9, the D{e}×U -
module ϕ∗M|X then identifies with C � t∗xM|U via ϕ#; this imply that we will
identify the elements 1�ρ(v) and ϕ#(1X ⊗x $x(v)).

Let o : {0} ↪→ U be the inclusion and recall that γ : {x} ↪→ X. We have a
commutative diagram:

Y
ψ−−−−→ E

α

x xβx

{e} × U ϕ−−−−→ X

ε×o
x xγ

{e} × {0} −−−−→
ϕ̄

{x}

It follows that ϕ̄ gives an isomrphism:

ı!M = γ!β!
xM

∼−→(ε× o)!α!ψ!M

Since C� t∗xM|U is supported on {e}×{0} (see Proposition 2.5), (ε×o)!α!ψ!M has
cohomology concentrated in degree dimO and ϕ̄# yields the isomorphism

ϕ̄# : HdimO(ı!M) ∼−→C�H0(o!t∗xM|U ).

Let n0 = (y1, . . . , ym)O(F ) be the defining ideal of the point 0 ∈ F . Since fi =
yi − yi(x), we have

ω−1
{0}/U = dy1 ∧ · · · ∧ dym = ω−1 = df1 ∧ · · · ∧ dfm.

Theorem 2.10. Set T0 = {u ∈ t∗xM/Jt∗xM : n0u = 0}. Then,

(1) T0
∼=
{
u ∈ Hm

[0](OU )
⊕k

: n0u = 0
}
is a vector space of dimension k and

H0(o!t∗xM|U ) = ω−1 ⊗C T0;
(2) the isomorphism ϕ̄# : HdimO(ı!M) ∼−→C�H0(o!t∗xM|U ) coincides with

ϕ̄# : ω−1 ⊗C T −→ C� (ω−1 ⊗C T0), ω−1 ⊗$x(v) 7→ 1�(ω−1 ⊗$(t−x.v)).
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Proof. Since OU ⊗#
(
t∗xM/Jt∗xM

) ∼= Hm
[0](OU )

⊕k (see Lemma 2.4 and Proposi-
tion 2.5), the proof of 1. is the same as the proof of Theorem 2.6. Observe in
particular that{

u ∈ t∗xM|U : n0u = 0
}
≡
{
u ∈ t∗xM/Jt∗xM : n0u = 0

}
.

The assertion 2. then follows from 1. and the identification of ϕ#(1X ⊗# $x(v))
with 1�ρ(v) = 1�(1U ⊗# $(t−x.v)) �

Remark. We notice for further use the following consequence of Theorem 2.10. Let
v ∈MG. Then, λM (v) = 1G�v and therefore

ψ#(v) = 1Y ⊗ψ# v = θ̄x(1G�ρ(v)).

Thus we may identify ψ#(v) with 1G�ρ(v). Assume moreover that n0ρ(v) = 0,
then ρ(v) = 1U ⊗# $(t−x.v) ∈ H0(o!t∗xM|U ) can be identified with $(t−x.v) ∈ T0.

3. The case of the adjoint representation

In this section we consider the case where G is the adjoint group of a semisimple
Lie algebra g of dimension n. We are going to apply the results of §2 to the case of
the adjoint action of G on E = g. Moreover, we will assume that the element x ∈ g
is nilpotent, hence O = G.x is a nilpotent orbit. We fix a coherent equivariant
Dg-module M ∈M(Dg, G) such that SuppM = O.

Suppose that x = 0. Then, by Kashiwara’s equivalence [3, VI.7.11] one has
M ∼= Hn

{0}(Og)⊕k for some k > 1. In this case A(O) = {e} and the connection
M|O is the vector space Ck.

Therefore, we now will suppose that x 6= 0. Then, we can find an S-triplet
{x, y, z} containing x, i.e. [x, y] = z, [z, x] = 2x, [z, y] = −2y and s = Cx + Cy +
Cz ∼= sl(2,C). We take F = gy = {ξ ∈ g : [ξ, y] = 0}. Thus,

n = r = dim g, m = s = dim gy.

In this situation it is well known [13, III.5.1, III.7.4] that x+F = x+ gy is a trans-
verse slice to O at the point x. Thus the condition (†) of §2 is satisfied. We adopt
the notation of the previous section; in particular, we have a smooth morphism
ψ : Y = G × U → g as in Proposition 2.1. We can summarize the results about
the equivariant DY -module ψ∗M in the following theorem, see Proposition 2.5,
Theorem 2.6 and Proposition 2.8. Recall that we have the natural embedding
ı : {x} ı1

↪→ O
ı2
↪→ g.

Theorem 3.1. (1) The DG×U -module ψ∗M is isomorphic to OG�Hm
[0](OU )

⊕k for
some k > 1.

(2) The DO-module M|O = H0(ı!2M) is the connection defined by the k-dimen-
sional representation HdimO(ı!M) = ω−1 ⊗C T of the finite group A(O), where
ω−1 = dy1 ∧ · · · ∧ dym and T = {$x(v) ∈M/JxM : nx$x(v) = 0}.

We now want to be more explicit on the action of A(O) on M|O(x) = ω−1 ⊗ T .
We first recall the following “Levi decomposition” of the stabilizer Gx.

Lemma 3.2. ([1, Proposition 2.4]) Let Gφ = {g ∈ G : g.a = a for all a ∈ s} be the
centralizer of the Lie subalgebra s and denote by Gφ0 its identity component. Then,
Gφ is reductive and there exists a semidirect product decomposition Gx = Ux.Gφ,
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where Ux is a normal unipotent subgroup. Furthermore, the map Gφ ↪→ Gx induces
the identification A(O) = Gφ/Gφ0 .

Recall that we have chosen a decomposition g = gy⊕S. Since F = gy isGφ-stable
and Gφ is reductive, we may choose S to be Gφ-stable (e.g. S = [g, x] = Tx(G.x)).
Hence, with the notation of §2, the subspaces⊕m

i=1 Cyi,
⊕n

i=m+1 Cyi,
⊕m

i=1 Cfi,
⊕n

i=m+1 Cfi
are Gφ-stable. Observe that Cω−1 = Cdy1 ∧ · · · ∧ dym carries a representation of
Gφ. Furthermore, Gφ acts naturally on M/JxM and T . We will need the following
well known result.

Lemma 3.3. Let g ∈ Gφ and ξ ∈ gφ = Lie(Gφ). Then,
(1) det Adgy (g) = det Adg/gy (g) = 1;
(2) g.ω−1 = ω−1;
(3) tr adgy (ξ) = tr adg/gy (ξ) = 0.

Proof. Since g is semisimple, det Adg(g) = 1 for all g ∈ G. Recall that the Killing
form B induces a symplectic form By on g/gy by the formula By(ξ̄, η̄) = B(y, [ξ, η]).
It is easily seen that By is Gy-invariant. Hence, if g ∈ Gφ, Adg/gy (g) belongs to the
symplectic group Sp(g/gy, By). This implies det Adg/gy (g) = 1. Now, theGφ-stable
decomposition g = gy⊕S with S ∼= g/gy (as a Gφ-module) yields det Adgy (g) = 1.
This proves 1., and 2. follows from g.ω−1 = det Adgy (g−1)ω−1. The proof of 3. is
similar. �

Theorem 3.4. The representation of A(O) on the fibre M|O(x) = ω−1 ⊗C T is
induced by the natural Gφ-action on T .

Proof. Write ı = β̃x◦γ̃, where γ̃ : {x} ↪→ x+F and β̃x : x+F ↪→ g. The maps γ̃ and
β̃x being Gφ-equivariant, we have a natural Gφ-action on M|O(x) = HdimO(ı!M)
which yields the representation of the group A(O) that we want to compute.

Set Vx = ⊕n
i=m+1Cdfi = ⊕n

i=m+1Cdyi; then Vx is a Gφ-stable subspace of g∗.
We have seen in the proof of Lemma 2.4 that (setting ∂II = ∂x),

β̃!
xM =

(
C•II = C•x ⊗Dg

M,∂II
)
[m− n].

Let Gφ act diagonally on C
p
II = Cp+m−nx ⊗Dg

M =
∧−p+dimO

Vx � M . Then,
∂II is Gφ-equivariant and the Gφ-action on the cohomology group Hj(β̃!

xM) ∈
M(Dx+F , G

φ) is induced by the diagonal action of Gφ on C•II (see §1). Notice, in
particular, that

HdimO(β̃!
xM) = Tor

Og

0 (Ox+F ,M) = M/JxM

is endowed with the natural action of Gφ. By (2.3), Hj(β!
xM) = OX ⊗Ox+F

Hj(β̃!
xM) = 0 when j 6= dimO. Thus,

SuppHj(β̃!
xM) ⊆ (x+ F ) \X ⊂ (x+ F ) \ {x} if j 6= dimO.

Now,
ı!M = γ̃!β̃!

xM =
(
D{x}→x+F ⊗LDx+F

β̃!
xM
)
[−m]

can be computed as follows. Notice that nx/n
2
x = ⊕m

j=1Cdfj and consider the
complex

(
C•I , ∂I

)
where C

p
I =

∧−p
(nx/n

2
x)�Dx+F and

∂I(dfj1 ∧ · · · ∧ dfjp�D) =
∑p
s=1(−1)s+1dfj1 ∧ · · · ∧ d̂fjs ∧ · · · ∧ dfjp�fjsD.
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Observe thatGφ acts diagonally on C
p
I and that ∂I isGφ-equivariant. Let

(
C•tot, ∂tot

)
be the total complex associated to the double complex C• = C•I ⊗Dx+F

C•II . Then,

ı!M = γ̃!β̃!
xM =

(
C•tot, ∂tot

)
[−m]

and therefore Hj(ı!M) = Hj−m(C•tot). This group is computed by the spectral
sequence:

Epq2 = H
p
I (H

q
II(C

•)) =⇒ Hp+q(C•tot)

But, Epq2 = Tor
Ox+F

−p (Cx,Hq(CII)) as Ox+F -module, and we have noticed that the
support of Hq(CII) = Hq(β̃!

xM) is contained in (x + F ) \ {x} when q 6= dimO.
Therefore Epq2 = 0 for all q 6= dimO and Ep dimO

2 = Tor
Ox+F

−p (Cx,HdimO(β̃!
xM)).

Hence, the spectral sequence Epq2 collapses to Ep dimO
2 = Hp+dimO(C•tot). In par-

ticular, we obtain

HdimO(ı!M) = HdimO−m(C•tot) = TorOx+F
m (Cx,HdimO(β̃!

xM))

= TorOx+F
m (Cx,M/JxM) = ω−1 ⊗C T

(as expected). Furthermore, the group Gφ acts diagonally on the complexes C•,
Ctot and it follows from the previous computation that the action of A(O) on
HdimO(ı!M) is coming from the induced action of Gφ on E−m dimO

2 = ω−1 ⊗C T .
Then, by Lemma 3.3,

g.(ω−1 ⊗$x(v)) = g.ω−1 ⊗ g.$x(v) = ω−1 ⊗$x(g.v)

for all $x(v) ∈ T . Hence the result. �

Remark. A consequence of Theorem 3.4 is that the identity component Gφ0 acts
trivially on ω−1 ⊗C T . It is not difficult to prove this fact directly. Denote by
τφ : gφ → DerO(x+F ) the differential of the (adjoint) action of Gφ on x+F (thus
τφ = τx+F in the notation of §1). Let ξ ∈ gφ. Since O(x + F ) = O(g)/JxO(g) ≡
C[y1, . . . , ym], we may write τφ(ξ) =

∑m
j=1 ξj∂j , where ∂j = ∂

∂yj
, 1 6 j 6 m.

Lemma 3.3 and a straightforward computation yield

τφ(ξ) =
∑m
j=1 ∂jξj + tr adgy (ξ) =

∑m
j=1 ∂jξj .

Notice that ξj(x) = yj([x, ξ]) = 0, hence ξj ∈ nx. Recall that M/JxM =

HdimO(β̃!
xM) ∈M(Dx+F , G

φ). Then, for all $x(v) ∈ T ⊂M/JxM ,

ξ.(ω−1 ⊗$x(v)) =
d

dt |t=0
(etξ.ω−1 ⊗ etξ.$x(v))

= ω−1 ⊗ d

dt |t=0
(etξ.$x(v)) (by Lemma 3.3)

= ω−1 ⊗ τφ(ξ)$x(v) (since M/JxM ∈M(Dx+F , G
φ))

=
∑m
j=1ω

−1 ⊗ ∂jξj$x(v)

= 0.

Thus gφ = Lie(Gφ0 ) acts trivially on ω−1 ⊗C T and the result follows.

We end these notes by the following particular case of Theorem 3.4. Recall that
n0 = (y1, . . . , ym)O(F ) and ρ(v) = 1U ⊗# $(t−x.v).

Corollary 3.5. Let M = Dgv ∈M(Dg, G) with v ∈MG. Then, t∗xM|U = DUρ(v)
and ψ∗M = DY (1G�ρ(v)). Furthermore, if k = 1 and n0ρ(v) = 0, then we have
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(i) T = C$x(v);
(ii) the representation of A(O) on M|O(x) is the trivial representation and the

connection M|O is isomorphic to the standard DO-module OO.

Proof. Since ψ is smooth, it is easy to see [10, Lemma 3.2] that ψ∗M = DY ψ#(v).
As explained in §2 (cf. Lemma 2.9, Theorem 2.10 and Remark at the end of §2) we
may identify the DY -module ψ∗M with O(G)� t∗xM|U , and, since v ∈MG, ψ#(v)
identifies with 1G�ρ(v). Thus,

ψ∗M = OG � t∗xM|U = DG×U (1G�ρ(v)) = OG �DUρ(v),

proving the first assertions of the corollary.
Now, assume that k = 1 and n0ρ(v) = 0. Then, t∗xM|U ∼= Hm

[0](OU ) and ρ(v)

identifies with $(t−x.v) inside T0 =
{
u ∈ t∗xM|U : n0u = 0

}
(loc. cit.). Since

dimT0 = 1 and ρ(v) 6= 0, we obtain T0 = Cρ(v). It follows then from Theorem 2.10
that ω−1 ⊗C T = C(ω−1 ⊗$x(v)). By Theorem 3.4, since v ∈ MG, the group Gφ
acts trivially on M|O(x) = ω−1 ⊗C T . The isomorphism M|O ∼= OO then follows
from Proposition 2.8. �
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